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Abstract—One of the dangers faced by various 
organizations and institutions operating in the cyberspace 
is Distributed Denial of Service (DDoS) attacks; it is 
carried out through the internet. It resultant consequences 
are that it slow down internet services, makes it 
unavailable, and sometime destroy the systems. Most of 
the services it affects are online applications and 
procedures, system and network performance, emails and 
other system resources. The aim of this work is to detect 
and classify DDoS attack traffics and normal traffics 
using multi layered feed forward (FFANN) technique as a 
tool to develop model. The input parameters used for 
training the model are: service count, duration, protocol 
bit, destination byte, and source byte, while the output 
parameters are DDoS attack traffic or normal traffic. 
KDD99 dataset was used for the experiment. After the 
experiment the following results were gotten, 100% 
precision, 100% specificity rate, 100% classified rate, 
99.97% sensitivity. The detection rate is 99.98%, error 
rate is 0.0179%, and inconclusive rate is 0%. The results 
above showed that the accuracy rate of the model in 
detecting DDoS attack is high when compared with that 
of the related works which recorded detection accuracy as 
98%, sensitivity 96%, specificity 100% and precision 
100%.  
 
Index Terms—DDoS attacks, DDoS detectors, Artificial 
Neural Network, Feed Forward Artificial Neural Network. 
 

I.  INTRODUCTION 

Distributed Denial-of-Service (DDoS) attack is a 
serious situation facing the world at large. This is 
perpetuated when large amount of internet packets are 
sent from numerous systems that have been infected 
(usually called salves/zombies) to a victim’s network, 
consuming it resources (bandwidth), slowing down 
network and performance of the system, causing services 
to be unavailable and most times destroys the system. 

These activities make it difficult for legitimate users to 
use the targeted system. DDoS attack is one of the attacks 
that cause menace to the stability of the Internet, affecting 
services like online applications and procedures, system 
and network performance, emails and other system 
resources. Fig. 1. Shows example of a DDoS attack, it 
explains how the attack is carried out. 
 

 
Fig.1. An Example of DDoS Attack 

Many researchers have worked on DDoS attacks using 
different techniques, algorithm and datasets to give 
solution to the problem. There are many reasons why 
some people engage in  DDoS attacks these includes; 
financial benefit, political tussle and fun for hackers as 
the case may be.  

The aim of this paper is to detect DDoS attacks using 
multi layered feed forward FFANN technique and its 
main contributions are to enhanced  the multi-layer Feed-
Eorward ANN (FFANN) model to  detect DDoS attacks 
and evaluate the performance of the developed model. 

The remaining sections of the paper are organized as 
follows: section II presents related literatures in DDoS 
and ANN classification. Section III details the concept of 
ANN optimization as utilized in the methodology. 
Section IV chronicles the results obtained in the 
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experimental simulation and section V describes the 
summary, conclusion and future recommendations. 
 

II.  RELATED WORKS 

Many research works has been done on DDoS attacks 
and in these works several algorithms, models and 
techniques are proposed and used the researchers to 
detect the attacks in simulated or real time environment. 
In [1] ANN was used to detect DDoS attacks the result 
obtained was compared with another result gotten from 
Bayesian, entropy and decision tree. The researchers were 
able to detect users' requests, how users access resources, 
and the way they communicate with data. The samples of 
their observation were sent into the detection mechanism 
to test for abnormalities in their request. The writers in [2] 
used a technique in neural network called Learning 
Vector Quantization (LVQ) to identify attacks.  LVQ 
model was able recognized pattern, compress data and 
classify data with multiple classes. The datasets with 
qualitative variables was used for the experiment, since 
all the variable are not numerical in nature, it was 
normalized so that the neural network can learn it. [3] 
formulated model for Probabilistic Neural Network 
Based Attack Traffic Classification which detected a 
range of DDoS attacks and flash events. Their work 
centered on classifying Distributed Denial of Service 
attacks and Flash Events using Radial Basis Function 
Neural Network (RBFNN), Bayes inferences and Bayes 
decision rule as their tool for classification. It worked 
well because it was able to classify and make a 
distinction between DDoS attack traffic and normal 
traffic. [4] used entropy variation and neural network to 
discover the relationships that exist between 
compromised systems in the network and to identify the 
total number of compromised systems involved in the 
attack. The model predicts the class of an attack using a 
feed-forward neural network. The authors [5] used 
entropy variation and packet marking mechanisms to 
identify the source of the packet considering the router 
each packet passed through. [6] Worked on detection and 
prevention of DDoS attack using Energy Weight 
Monitoring System (EWMS) as the tool and model. The 
technique was able to save the power of nodes in a 
network and avoid transmission of packets unnecessarily.  
The authors in [7] formulated a model that uses three 
layers to verify and validate traffic and users into a 
network, although it time consuming when distinguishing 
genuine and illegal users. The algorithm allows only 
genuine user to have access to the server. Puzzle, mac 
filtration and cryptography based are the three layers used. 
[8] Reviewed various researches on DDoS attacks in 
cloud computing, intrusion detection, prevention, and 
mitigation. They proposed a mechanism that detects 
DDoS attack in the cloud. In   [9] in other to ensure 
fairness between participants in multi-party, simulated a 
denial of service attack against two fair multi-party 
computation.  

[10] proposed a model that uses Artificial Neural 
Network and Snort – Al to detect both known and 

unknown DDoS attacks in real time environment.  The 
result gotten was compared with these related works Chi 
– square, snort, Support Vector Machine, Probability 
Neural Network, k – PCA, BP, and PSO. [11] formulated 
a model called GMDH, this model provides security 
access which makes it easy to detect DDoS attack. Their 
work was classified using three ranking systems which 
are: GMDH, gain ratio and technique information, the 
result gotten by the model shows that it has high attack 
detection rate. The writers [12] attempt to solve the 
anomalies in internet and web services, observed the 
behaviour of some frame works containing well-known 
web services to determine the presence and effect of 
DDoS attacks on the web services, normal services of a 
computer and when the system is idle. The security 
testing tool used is called WSF Aggressor. In a paper 
written by [13] fuzzy logic estimator was used to develop 
a model that will detect DDoS attacks on online 
environment. The model successfully detected abnormal 
IPs before the victim services will be used up completely 
as a result of the attack. The authors [14, 18] reviewed 
various researches that have been carried out on IP trace 
back and they provided broad analysis of different IP 
trace back approaches. They explained many research 
questions of the papers they have reviewed so that the 
current trends in would be clearly understood. [15, 17] 
formulated an attack called puppet attack, the attack was 
developed to cause denial of service in AMI network. 
The writers then proposed a model that could effectively 
detect and prevent the attack. [16] reviewed 96 research 
publications done from 2009 to 2015 on DDoS attack and 
defense approaches in cloud computing. They presented 
taxonomy of the theoretical structure for DDoS 
mitigation in the cloud based on change point detection. 
 

 
Fig.2. Structure of ANN Model 

 

III.  ARTIFICIAL NEURAL NETWORK CONCEPTS 

Artificial Neural Network (ANN) consists of neurons 
which are also called processing elements. It takes inputs 
from dataset that have been preprocessed and normalized, 
passed it to the hidden layers for processing and gives 
output [10, 19]. ANNs is used by most researchers to 
develop systems that will provide solution to problems, it 
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has the structure of human brain and is applied in many 
research areas like science, medicine computing among 
others. The input nodes are linked to the neurons in the 
hidden layer, the hidden layer is also   linked to the 
neurons in the output layer. The weight coefficient and 
bias is used to compute the threshold value. The threshold 
value defines the significance and accuracy rate of the 
neural network. The value of the weighted coefficient and 
bias is modified while training the model as shown in Fig. 
2. 

A. The Architecture of our Neural network Model 

ANN is an efficient mechanism for detecting DDoS 
attack. For this work multilayer feed-forward network 
will be used because it can make prediction as well as 
classification. The DDoS detection model was built using 
Neural Network which has three layers that are logically 
arranged. The model consist of six input layers  which are 
Destination byte, source byte, Duration, service count 
protocol bit 1and protocol bit 2, ten hidden layers which 
consist of activation function and transfer function then  
three output layers which are represented as OBT1, 
OBT2 and OBT3. 

B. DDoS Attack Detection Framework 

The DDoS attack detection framework shows the chain 
of activities that takes place in the detection system 
ranging from  input of dataset, preprocessing and filtering 
of the dataset to get just the normal flow and DDoS attack 
traffic and the transformation of connection records. The 
framework of the DDoS attack detection is shown in Fig. 
3. 
 

 
Fig.3. DDoS Attack Detection Framework 

C. Dataset 

The datasets used for training and testing the model is 

the KDD99 DDoS attack set. it was separated into two 
part in the ratio of 70:30. For training the model 70% of 
the dataset was used and 30% was used for testing. These 
dataset was preprocessed, normalized and filtered into of 
instances. 

D. ANN Performance Metrics 

Specificity: this is the portion of the test set that is 
predicted as correct. It is also referred as True Negative 
Rate (TNR). 

TNR is the amount of samples that are properly 
rejected from the class [20, 21, 22]. 
 

TNR = 𝑇𝑁
𝑇𝑁+𝐹𝑃

                                (1) 
 

Sensitivity: this is the detection or the portion of the 
test set that the model predicts correctly. It is also referred 
to as True Positive Rate (TPR). It is denoted as  
 

TPR =  𝑇𝑃
𝑇𝑃+𝐹𝑁

                                (2) 
 

False Positive Rate: it is also known as the false alarm 
rate, it is the portion of the test set that the model predicts 
falsely as positive when it was actually negative. It is 
denoted as  
 

FPR = 1 – Specificity =  𝐹𝑃
𝑇𝑁+𝐹𝑃

                  (3) 
 

False Negative Rate: it is the portion of the test set that 
the model predicts falsely as negative when it is actually 
positive. It is denoted as  
 

FPR = 1 – Sensitivity = 𝐹𝑁
𝑇𝑃+𝐹𝑁

                  (4) 
 

Accuracy: this is the portion of the test set that the 
model predicts correctly. It is denoted as  
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

                (5) 

 
Precision: it is the portion of the test set that the model 

predicts incorrectly. It is denoted as  
 

Precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃

                          (6) 
 

IV.  RESULTS 

ANN structural model: figure 1 depicts the architecture 
structure of the model. The model has six input nodes, ten 
hidden layers three output layers and three output nodes. 
It also contains the activation function, number of epoch, 
algorithm and all one need to know about the model. An 
epoch is the number of iteration done in complete training 
set. At the end of the iteration the weights of the neurons 
are adjusted to reduce mean squared error in all the 
Epoch. 

To get a result with high accuracy rate the model needs 
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to be trained for some number of time, in the model 
training phase to get the least mean square error and 
better performance model for the work, 419 iterations 
(epoch) was done with 310 iterations in the testing phase. 

At the end of the training phase 419 epochs was 
recorded but the preeminent validation performance was 
0.0016862 at epoch 413. In Fig. 4 the graph of Mean 
Squared Error (MSE) against Epochs was presented. 
 

 
Fig.4. Performance State 

 
Fig.5. Regression State of the Training Phase 

Figure 5 presents the regression state of the training 
phase as, the training set: R= 0.99609, test set: R = 
0.99525, validation: R = 0.99648 and the overall: R= 
0.99602. This shows that our result is accurate because in 
regression the more closer a value is to 1 the more 
accurate it is. Following this statement the result gotten 
from this state is accurate because it is closer to 1.  

Figure 6 presents graph of the threshold value of the  
model against accuracy value, after training the model a 
graph plotted through it was over fitted, because huge 
instances was used to train the data. At the beginning of 
model training the system is learning the data in the set 
while at the end of the training phase the system would 
have finished learning the set and will be resting to get an 
accurate result, 0.2 and 0.8 are the points that was 
considered for plotting the graph. 

Figure 7 shows the standard deviation of the model 
against threshold value. This helps in getting a reliable 
threshold value and standard deviation that will be 

minimal. 
 

 
Fig.6. Over Fitted Graph for Threshold Value and Average Accuracy 

Figure 7 depicts the generalized training set which is 
properly fitted and understandable. To make the graph 
clearer points 0.4 – 0.6 was used. After training model 
three values were close to each other they are 
99.15668203 = 0.43, 99.68202765 = 0.435 and 
99.59907834 = 0.4 but most accurate threshold value was 
0.435 which is the value for global maximum and global 
minimum deviation.  

 

 
Fig.7. Generalized /Fitted Graph for Threshold Value and Average 

Accuracy 

 
Fig.8. Graph for Standard Deviation  

A. Testing Dataset Performance 

Fig. 9 presents the ANN Structural Model and 
Parameters used in the testing phase. 
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Fig.9. ANN Structure for the Testing Phase 

Fig. 10 presents the graph of the mean squared error in 
the testing phase and it was observed that the number of 
(epochs) was 310 and at 304th iteration the best 
validation performance was gotten which is 0.00013525 
and the least mean squared error was gotten at this point.  
 

 
Fig.10. Mean Squared Error for the Testing Phase 

 
Fig.11. Regression State for the Testing Phase 

Figure 11 presents the regression state of the testing 
phase it was observed the result produce by the regression 
state of the testing phase is more accurate than that of the 

training phase. Which implies that the model developed 
was able to detect DoS attacks accurately.  

In the testing phase the same threshold value used 
during the train was used too. To get the best accuracy 
value the model was trained twenty (20) times, the best 
ten (10) values was selected and their average was 
computed. In Table 1 the accuracy values of the ten (10) 
testing phase that was used to compute the average 
accuracy is shown. 

Table 1. Accuracy (Value) of the Testing Phase 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. Model Performance and Evaluation Analysis 

Table 2 shows the performance and evaluation analysis 
of our model.  

Table 2. Performance and Evaluation Analysis of Our Model 

Parameter tested for Result Accuracy  
Correct Rate 99.98% 
Error Rate 0.017931% 
Inconclusive Rate 0% 
Classified Rate 100% 
Sensitivity 99.97% 
Specificity 100% 
Precision 100% 

 
After the experimental analysis of the model was 

carried out the results obtained was compared with the 
results obtained by the baseline literatures. The 
comparison will be shown in Table 3. 

Table 3. Comparison between Our Methods and Other Related Works 

 
 

 
 
 
 
 
 
 
 
 
 
 

 

S/N Accuracy  
1 99.99 
2 99.9462 
3 97.7945 
4 100 
5 100 
6 97.4718 
7 99.7848 
8 94.9435 
9 99.9462 
10 97.5256 
Average Accuracy 98.7413 

 

Method  A
ccuracy (%

) 

Sensitivity (%
) 

Specificity (%
) 

Precision (%
) 

Our model 99.98 99.97 100 100 
Saied A et al 98 96 100 100 
Snort  93 90 97 96 
PNN 92: 97 NA NA NA 
BP 90 NA NA NA 
Chi – square 94 92 NA NA 
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The work has the following contribution to knowledge, 
after carrying out the simulated experiment, from the 
results shown in Table 2, it was observed that the model 
outperformed the other models in the baseline works with 
high detection accuracy, precision specificity and 
sensitivity, as shown in Table 3. 

When the model was tested and evaluated the 
following was recorded, both real and malicious traffic 
was found in the dataset and the model detected the 
DDoS attacks during the training and testing phase. The 
result from our experiment indicated that inconclusive 
rate was 0% which is also the rate of false positive and 
0.003% was the false negative rate recorded. 
 

V.  CONCLUSION AND RECOMMENDATIONS 

This research work studied the problems caused by 
Distributed Denial of Service attacks and its negative 
impacts in every aspect of the society, and proposed a 
model that will detect DDoS attacks. The performance of 
the model was evaluated based on these performance 
metric; sensitivity precision, accuracy and specificity. 
Related works were reviewed, the model was built using 
Multi – layered feed – forward Artificial Neural Network 
(FFANN). The dataset used was preprocessed and used to 
train the model, analyzes the results of the experiment 
was discussed and recommendations were given for 
further work. 

Supervised learning method was used to developed a 
model that was able to detect DDoS attacks in the 
following protocol layer of the network TCP, UDP and 
ICMP using six input features differentiate normal traffic 
from DDoS attacks. Source byte Destination byte, service 
count, Duration, and protocol bit are used as input 
features. KDD99 dataset was to train the model using 
multi layered feed forward ANN. Dataset preprocessing 
was the first step taking, after that it was divided into two 
parts in the ratio of 70:30. 70% of the data was used for 
training while the other 30% was used for testing. The 
results obtained from the model were evaluated using the 
performance metrics and then compared with that of the 
baseline literatures. The model performs better with 
accuracy rate of 99.98%, sensitivity rate 99.97%, 100% 
specificity, 100% precision, and 0.0179% error rate. 

In other to get a more accurate model the following 
suggestions are recommended, more instances should be 
used to train the dataset, parametric evaluation of this 
model should be done more work should be carried out 
on prevention and mitigation techniques for the DDoS 
attacks the model has detected. 
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