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Resource scheduling assigns the precise and accurate task to CPU, network, and storage. The aim behind
this is the extreme usage of resources. However, well organized scheduling is needed for both cloud
providers and cloud users. This paper is a chronological study of recent issues of resource scheduling in
IaaS cloud computing environment. In our study, we investigate resource scheduling schemes and al-
gorithms used by different researchers and categorize these approaches on the basis of problems ad-
dressed, schemes and the parameters used in evaluating different approaches. Based on various studies
considered in this survey, we perceive that different schemes and algorithms did not consider some
essential parameters and enhancement is requisite to improve the performance of the existing schemes.
Furthermore, this study will trigger new and innovative methods of handling the problems of resource
scheduling in the cloud and will help researchers in understanding the existing methodologies for the
future adaptation and enhancements.
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1. Introduction

Cloud computing technology is virtualized, became a milestone
and deals with many services across the Internet. It's primarily
intentions are at high performance, scalability, fault-tolerant, high
availability, utilization, reliable and easy to use, monitor, manage,
and provision efficiency and economical. The hardware is compact
to a service, fully incorporated and hardware agnostic software
stack is provided as a substitute of Quality of Services (QoS)
(Sandholm and Lee, 2014). From the cloud providers, large scale of
resources need to be allocated and assigned to thousands of dis-
tributed cloud users, dynamically, fairly and most importantly in a
profitable way. From the cloud users point of view, user economy
is a driven entity when they make the decision to use the cloud
services. The major issues that are commonly interrelated with
IaaS in cloud computing are resource management, data man-
agement, network infrastructure management, virtualization and
multi-tenancy, application programming interfaces (APIs), inter-
operability, security, etc. (Manvi and Krishna Shyam, 2014, Mustafa
et al., 2015, Durao et al., 2014, Yang and Tate, 2012).

In the perspective of cloud computing, resource management is
the procedure of distributing the computing, networking, storage,
nodes and virtual machines (VMs) to a set of applications. In a way
that it tries to achieve the performance objectives of the applica-
tions, the cloud resources for the providers and users jointly. The
cloud providers’ main objective is efficient and effective resource
utilization within the limits of Service Level Agreements (SLAs)
with the cloud users. Efficient resource usage is classically mana-
ged through virtualization technologies, which enables statistical
multiplexing of resources through clients and requests (Jennings
and Stadler, 2014). Resource scheduling assigns the precise and
accurate task to CPU, network, and storage. The main aim behind
resource scheduling is the extreme usage of resources. However,
well organized scheduling is needed for both cloud providers and
cloud users (Achar et al., 2012). The most challenging problem is
the resource scheduling for IaaS in cloud computing, is handling
and providing efficient utilization of resources (Manvi and Krishna
Shyam, 2014). The problem has attained a lot of concentration
from the research groups in the last few years. Hence, the source
of limited resources, environmental requirements, resources het-
erogeneity, locality limitations and dynamic types of resource
demand. Therefore, it is essential to have an efficient and effective
resource scheduling procedure that is best applicable for the cloud
computing environments.

Previous review and survey papers focused on a particular do-
main like mobile cloud computing (Dinh et al., 2013; Qi and Gani,
2012), energy efficiency in data centers (Kaur and Chana, 2015;
Mastelic et al., 2014), load balancing (Gabi et al., 2015; Kansal and
Chana, 2012), resource allocation (Madni et al., 2016; Ma et al., 2014),
resource provisioning (Zhang et al., 2016) resource scheduling (Kalra
and Singh, 2015; Tsai and Rodrigues, 2014; Zhang and Su, 2014) in
the cloud computing (detailed in Section 2).
Our contributions in this paper are as follows:

� We present the classification schemes and an updated de-
scriptive literature review of resource scheduling for cloud
computing research.

� We review and analyze the different issues and approaches
used in the resource scheduling techniques, while highlighting
their benefits and weaknesses.

� We highlight the performance metrics used to evaluate existing
literatures.

� We summarize the suggested future works as stated in previous
researches, which helps to shape the direction of current and
future works.

However, analyzing existing techniques and understanding
their focus work is necessary for developing some additional ap-
plicable technique that can be an improvement of the existing
techniques to take advantages from earlier studies. This paper
helps future researchers to understand clearly the recent status,
needs, future requirements and to locate the loopholes responsible
for inefficiency in resource scheduling in cloud computing.

The remaining sections of the paper are structured as follows:
Section 2 is based on some related survey and review of researches in
resource scheduling in the cloud computing. Section 3 describe the
scenario of resource scheduling problem in cloud computing and
classification of resource scheduling schemes. Section 3 focuses on
the analysis of the study. The parameters used to evaluate existing
literatures are presented and analyzed in Section 4. In Section 5, we
suggest some future research areas in cloud computing environment
and present the conclusion and recommendations in Section 6.
2. Related works

The cloud providers and users requirements in cloud comput-
ing is surveyed and explained in detail by (Venters and Whitley,
2012). The review of the technology has been done by interviews
with the cloud providers and users having distinct requirements. It
also states about the features of the cloud computing and the
users’ demand. It provides two main dimensions, the technological
and the service dimension. The main challenges in research of
cloud computing are the efficiency, creativity and simplicity, with
considering the knowledge and the trust among the cloud provi-
ders and users. Furthermore, the main intention of a review is to
appraise the different concepts and scheduling algorithms oper-
ated for the on demand grid as a service (GaaS) cloud related to
the scheduling parameters used by current researches by Abdul-
hamid et al. (2014a). Researchers also study the cloud infra-
structures, grid middlewares and the problems identified by nu-
merous researchers in previous studies.

Tsai and Rodrigues (2014) review the literatures about meta-
heuristic scheduling techniques for cloud computing and present
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the applications using meta-heuristics, some main issues and
challenges. Moreover, provides the instructions for researchers to
move on meta-heuristics techniques instead of traditional sche-
duling technique in cloud computing. Further, Kalra and Singh
(2015) deliver an inclusive survey and comparative analysis of
various meta-heuristic scheduling techniques for cloud and grid
environments including the Ant Colony Optimization (ACO), BAT
algorithm, Genetic Algorithm (GA), League Championship Algo-
rithm (LCA) and Particle Swarm Optimization (PSO). Optimization
metrics, observations, open issues and challenges for further re-
searches in cloud computing are also presented.

However, Madni et al. (2016) present an appraisal of various
types of resource allocation meta-heuristic algorithms that have
been utilized in IaaS cloud computing environment. Furthermore,
elaborates the various issues addressed through the resource al-
location meta-heuristics algorithms, the comparative parameters
and also the experimental tools used for validation of the various
techniques. The review and classification can serve as a foundation
for further researches in resource allocation in IaaS cloud com-
puting. Similarly, Zhang et al. (2016) delivers a comprehensive
summary of the modern resource provision algorithms, intending
on the state-of-art, existing techniques, and addressed objectives
in different deployment stages. Some newly issued features of
cloud computing and insufficiency of the existing techniques are
highlighted to inspire future research guidelines.

The classifications and terminologies for energy efficiency by a
systematic review of cloud computing is presented by Mastelic
et al. (2014). It provides a summary of previous technologies, re-
search work, and projects for all domain of information and
communications technology hardware supporting in data centers
and their equipment in the cloud computing. Finally, point out the
existing challenges and future research guidelines. Kaur and Chana
(2015) also systematically evaluates and reviews the techniques
relating to energy efficiency become conscious through cloud
computing. Based on the analysis, it can be concluded that the best
software based energy efficient solution to minimize energy con-
sumption could be obtained through energy-aware job scheduling
to appropriate resources. Thus, the survey is a study of existing
energy aware resource scheduling techniques in cloud computing.
The techniques surveyed attain a desired level of performance
based on different metrics, with the primary attention on energy
savings.

Kansal and Chana (2012) present a systematic review of exist-
ing load balancing techniques for cloud computing. The review
determines that all the existing previous techniques are generally
emphasized on decreasing interrelated workload, response time
and enhancing the performance. Several parameters are defined
and used to contrast the current techniques. Conversely, Gabi et al.
(2015) discover that the existing load balancing task scheduling
techniques for cloud computing have failed to address scalability
as an important issue. Some of the recent techniques are only good
for the homogenous cloud computing. However, none of the ex-
isting techniques function effectively in federal cloud computing
environment.

An overview of Mobile Cloud Computing (MCC), which includes
the architecture, applications, challenges and their existing solu-
tions is provided by Dinh et al. (2013). MCC is one of the emerging
trends that provide the advantages of both mobility and remote
computing. The paper discusses the architecture and applications
supported by MCC that includes commerce, education, healthcare,
mobile gaming, etc. The open issues related from communication
and computing sides of the MCC have been highlighted like net-
work access management, quality of service and service con-
vergence. Furthermore, in another similar work by Qi and Gani
(2012) discuss more about the challenges and future work in MCC.
The major challenges are emphasized on limitations of mobile
devices, quality of communication, division of application services,
data delivery and task division.

Resource scheduling and allocation play a vital role in cloud
computing mostly to develop execution efficiency and utilization
of resources, energy saving, users QoS requirements satisfaction
and increasing the profit of the cloud providers. Furthermore, its
algorithm and policy directly influence the cloud cost and per-
formance. Ma et al. (2014) discuss five important issues of resource
scheduling and allocation in cloud computing including the lo-
cality aware task scheduling, reliability aware scheduling, energy
aware resource allocation and scheduling, SaaS layer resource al-
location and scheduling, and workflow scheduling. Moreover, they
perform a discussion and comprehensive analysis of numerous
current resource allocation and scheduling policies and algorithms
of the existing problems in terms of diverse parameters. In addi-
tion to this, Ma et al. (2014) also mark a thorough analysis of five
problems with their algorithm. However, Zhang and Su (2014)
review the research performance and general cloud data center
resource scheduling procedures with their issues. Initially, define
the concept of cloud data center architecture and resource sche-
duling. Then, describes the procedure for the resources scheduling
for the cloud data center, with aspect to the efficient scheduling of
cloud resources and low power scheduling of tasks. The paper
indicates the issues in the existing area of cloud data center related
to the multiple resource scheduling. The profit and utilization of
resources are very less for the cloud providers and the usage of
energy in the data center is much more. Therefore, there is still a
need to enhance the resource scheduling for the data center for
future research.

Huang and Ou (2014) explain the PSO is a kind of replicated
evolutionary computation algorithm of the congregate foraging
behavior in cloud environment by using the PSO for task sche-
duling and it can get favorable results. Moreover, the ACO has
excellent and well manufactured computing process along with
the advantages of extension as it consists of a significant part of
cloud environment task completion and scheduling issues. Fur-
thermore, the study analyzes the standard and appliance with
layered structural design of CloudSim. The architecture includes
the resource layer, code layer, service layer, VM service layer,
network layer, and structure interface layer. Depending on the
work, considering the task scheduling as a research object in the
cloud environment. CloudSim is anticipated and stretched by the
five task scheduling algorithms. After that, a specific cloud simu-
lation prospect is prepared, and simulations are conducted five
times for each algorithm. Simulation and the enhancement of task
scheduling approach for cloud computing in CloudSim come to be
a valuable way for the researchers (He et al., 2013).

Resource scheduling indicates the process of organizing the re-
sources among the different cloud users according to certain rules
and regulation of resources usage under a specified cloud en-
vironment. Resource scheduling in resource management is the
basic technology of cloud computing. It reviews the algorithms to
increase the performance, involving with dynamic scheduling de-
pend upon the threshold, optimized genetic algorithm with double
suitability and enhanced ant colony algorithm for scheduling pro-
posed by Huang et al. (2013). While the following areas are involved
in Mapreduce scheduling research like, graph methods, utility
based optimization, dynamic priority, customization, temporary
weight modifications, prediction, adaptive scheduling, equality be-
tween several users, study of mapreduce inter dependence and
improving the reducing phases. The main task is to improve the
overall performance, enhance throughput and response time, pro-
vides improved locality and fairness. The open area of research for
new application, improvement of the makespan and enhancing the
fairness among multiple users (Elghoneimy et al., 2012).
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3. Resource scheduling

This section explains the resource scheduling problem in cloud
computing environment and also presents a classification of the
resource scheduling schemes.

3.1. Resource scheduling problem

In simple words, scheduling is a way of determining which
activity should be performed. It is a demand of resources to the
applicable consignment of tasks to the resources accessible for
processing, network and storage, such that there is an extreme
usage of resources. Well-organized resource scheduling is com-
pulsory for cloud providers besides cloud users, which is also the
key technology of cloud computing (Achar et al., 2012). Scheduling
algorithms are generally used to decrease the execution cost and
time. Scheduling tackles the problem of which resources needed
to be allocated to the received task or cloudlet. Efficient scheduling
algorithms should consider the balancing the load of the system,
the total execution time of the available resources, quick recovery,
fault tolerance and migration with no interruption of service (Ja-
vanmardi et al., 2014).

Similar to the general scheduling problem, resource scheduling
problem in cloud computing is also to find the optimal planning, it
can explain with the help of an expression

∑ ( + ) × →
=

R S T U
x

m n

x x x x
Z

1

,

that assigns m required numbers of cloudlets/task (or virtual
resources) = ( ……… )T T T T T, , , , m1 2 3 onto n available physical re-
sources in cloud data centers = ( ……… )R R R R R, , , , n1 2 3 and

= ( ……… )S S S S S, , , , n1 2 3 to the cloud user = ( ……… )U U U U U, , , , n1 2 3

such that the fitness of z particular objectives = ( ……… )F F F F F, , , , z1 2 3

are maximized.
Fig. 1. Resources scheduling pr
The problem of resource scheduling in cloud computing is il-
lustrated in Fig. 1. Furthermore, the scheduling of resource dis-
tribution is based on various aspects for example, how many
quantity of resources is required in overall scenario, the number of
cloud providers providing the services, how much availability of
resources are available in their data center and many other con-
ditions. The following objectives are often considered for the op-
timal resource scheduling in cloud computing those are cost, time,
makespan, QoS, energy, load balancing, availability, reliability,
failure rate, etc.

3.2. Classification of resource scheduling

The resource scheduling schemes are classify into six hybrid
categories including cost aware resource scheduling, efficiency
aware resource scheduling, energy aware resource scheduling,
load balancing aware resource scheduling, QoS aware resource
scheduling and utilization aware resource scheduling as shown in
Fig. 2. The purpose of these classifications is to build the basis for
future researchers in cloud computing environment. This classifi-
cation is based on the parameter used in the evaluation of the
performance in the various studies for the resource scheduling.
The ovals shapes in Fig. 2 represent the subcategories of six hybrid
approaches and explain and evaluate as a performance metrics in
Section 5 with help of Tables 6–12 and Figs. 3–5.

The first classification focuses on cost aware resource sche-
duling, which includes cloud providers’ revenue and profit, users’
expenditure, cost of resources, and total cost. While the second
category focuses on efficiency aware resource scheduling, that
enhances the performance by including priority, reducing the ex-
ecution time, execution cost and makespan, also, increasing the
bandwidth and speed. The third type presents the energy aware
resource scheduling that elaborates on minimizing the power and
energy consumptions in the data centers. Fourth group represents
oblem in cloud computing.
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the load balancing aware resource scheduling by efficiently
managing the workload of multiple users among different data
centers. Fifth class presents QoS aware resource scheduling that
deals with the deals with reliability, availability, SLA, fault toler-
ance, throughput and recovery time. Finally, the sixth category
deals with utilization aware resource scheduling. It focuses on
maximizing the usage in an efficient way. The details of the clas-
sification stated above are explained in Section 4.
4. Analysis of resource scheduling

This section reviews the resource scheduling schemes and al-
gorithms which have been used in the existing research work.
However, analyzing existing techniques and understanding their
focus is necessary for developing some additional applicable
techniques and schemes. It can be an enhancement to the existing
techniques or take the advantages from the previous studies.

4.1. Cost aware resource scheduling

Cost aware resource scheduling plays an important role in
cloud computing, because as the definition of cloud declares that it
delivers the services in cheapest amounts (Qian et al., 2009). A
cloud provider is responsible for delivering the users’ demands as
a service, which results in provider revenue, profit and user ex-
penditures. The growth of revenue and profit with maximum
utilization of resources is a desire of every cloud provider. On the
other side, the cloud users’ desire is to get services with high
performance and minimum expenses (Zhang et al., 2010). An ef-
ficient resource scheduling improves the overall system perfor-
mance and helps cloud provider to deliver resources as the desire
or requirement of users, with maximum utilization and econom-
ically (Li and Guo, 2010).

The main objective is to enhance the internal resource utilization
and reduce the cost of outsource tasks for the cloud users. The
Cuckoo Search driven Particle Swarm Optimization (CS_PSO) ap-
proach is formulated as an integer programming model to resolve
this problematic issue. It execute the local search extra profession-
ally and avoids the local optima problem of PSO. The simulation
outcomes show that the proposed approach obtained high average
profit as compared to the Standard PSO and Self Adaptive Learning
PSO for the problem of non-trivial size (Raju et al., 2016).

Bansal et al. (2015) examine that the QoS scheduling algorithm
works efficiently with makespan, latency, load balancing and cost
factor. This algorithm efficient with first three parameters except
the cost is introduced by Wu et al. (2013). This paper adds the
additional parameter of cost factor to complete this algorithmwith
the optimal results.

In the paper, a new modified cost effective algorithm is pro-
posed which minimizes the overall resource cost along with
workload balancing. Simulations results demonstrate that the
proposed algorithm performs better than the greedy algorithm, to
reduce the overall resource cost. Furthermore, the technique deals
with the energy efficiency, and also contribute to the green com-
puting (Kapur, 2015).



Fig. 3. Percentage of (a) Cost aware (b) Efficiency aware (c) Energy aware (d) Load balancing aware (e) QoS aware and (f) Utilization aware resource scheduling parameters.

Fig. 4. Analysis of IaaS resources for scheduling from 2010 to 2016.

Fig. 5. Analysis of resource scheduling parameters from 2010 to 2016.
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Zuo et al. (2015) propose a resource cost architecture that de-
scribes the requirements of the task for resources and shows the
association between resource costs and user expenditure. Multi
objective optimization scheduling architecture controls the per-
formance and cost as the expenditure constraints of the optimi-
zation problem. Moreover, this model deals with the multi ob-
jective optimization of the user expense, time deadline, resource
utility and optimal span. Finally, the paper improves the ant colony
optimization algorithm to provide a solution for the optimization
problem. Furthermore, the proposed algorithm always falls into
the local optimum.

In the study, Netjinda et al. (2014) intend to provide an optimal
scheduling framework for workflows that considers all the
available purchasing options delivered by the cloud providers. The
goal is to find the minimum cost of purchasing the IaaS cloud for
the workload with dependency by optimizing the number of
purchased instances, instance type, purchasing model and de-
pendent task scheduling. Netjinda et al. (2014) focus on scenarios
that require static task scheduling and assume that the given
workflows are periodically executed over a period of time. The
communication overhead is ignored. The maximum number of
cloud instance, which can be purchased, is specified beforehand.
To effectively discover optimal solutions, an algorithm requires
two mechanisms, exploration, and exploitation. In this work, the
technique based on a meta-heuristic PSO algorithm is considered
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because of its exploitation and exploration capabilities. After the
adjustment of the few parameters, PSO can be easily implemented.
Compared with other optimization algorithms in the meta-heur-
istic family and the quality of the results are sufficiently good.

Liu et al. (2013) design a structure for job resource mapping in
order to reduce the entire implementation expenditure of the
required service and the revenue production of cloud providers in
cloud computing environment along with the setup of heuristic
scheduling algorithm, which utilizes PSO algorithm in order to
work out with job resource mappings that constitute on the
planned model. In this regard, PSO algorithm starts with the in-
formal start of particles positions and the speed. However, each
particle vector is an expectant solution of the core problematic
issue. However, the particles get a task in accordance with the
volume of particle and genetic algorithms end up efficiently in task
scheduling problem in cloud computing.

Cloud based online Hybrid scheduling policy (CoH) is presented
by Shen et al. (2013). It finds the best balance of billing and PMs
formations that keeps the cost of resources at lowest. The resource
allocation and scheduling problem causes an Integer Programming
Problems (IPP). The time to take a decision is to be kept low as CoH
requires online execution. The policy takes the results of IPP, and
adopts the best for scheduling decision. The significant findings of
the work includes the novel online scheduling policy based on
CoH, that take the scheduling decision based on IPP using heur-
istics approaches. The policy is enhanced that also uses reserved
instances to minimize the cost.

Tiwari et al. (2013) in their research work present an approach,
which is based on the inner performance of the virtual machines
and data centers, with providing the cloud service providers rat-
ing. In the current situation, the number of cloud providers are
growing day in and day out. Using this information scheduling of
cloud providers require a method to search an optimal providers
data to assist the request of scheduling. Services can be allocated
to the optimal service providers by SRS. In the case of context
aware application organized in geographically distributed data
centers which form a cloud, the problem of scheduling and request
dynamic allocation is discussed.

In the research carried by Yi et al. (2013) propose the model of
MILP and recommend a Best Fit algorithm based on various dif-
ferent jobs scheduling approaches, to solve the resource schedul-
ing problem in the grid and cloud computing. For the input data, it
takes multiple jobs’ structures that contains parallel or sequential
sub cloudlets. The MILP model solves the problems with the op-
timal solution. However, it consumes more time when faces heavy
load on input traffic. The optimal solution is obtained by the
proposed heuristic algorithms in a short period of time.

In the paper, the proposed model comprises of one distributed
and dynamically scaling cloud computing cluster of virtual ma-
chines. The workload contains the parallel cloudlets that are either
large or small based quantified cloudlet size parameters before the
simulation. Compared with AFCFS and LJFS, the paper evaluates
cost efficiency and their performance in cloud computing. More-
over, it adds and removes the VMs from the system based on the
load of the system at the specific time (Moschakis and Karatza,
2012). All cost aware resource scheduling techniques and com-
parison are shown in Table 1. The techniques are compared ac-
cording to problem addressed, scheduling algorithms, policies and
strategies with the primary advantages and disadvantages. Fur-
thermore, the parameters used for cost aware resource scheduling
is shown in Table 7.

4.2. Efficiency aware resource scheduling

Efficiency aware resource scheduling expresses the amount of
resources consumed for processing, depending upon the targeted
resources to enhance the efficiency. The effective resource sche-
duling helps to improve and enhance the response time, execution
time, makespan, bandwidth/speed and priority (Younge et al.,
2010). It is a collection of service performance that indicates the
degree of satisfaction of cloud user for the IaaS resources or ser-
vices, which is a desire of cloud users to acquire a service that
should be more proficient economically and efficiently (Puthal
et al., 2015).

A discrete version of Symbiotic Organism Search is proposed
and applied to solve task scheduling problem in cloud computing
environment. It is inspired by the mutual interaction between
organisms in the ecosystem. Task scheduling problem is a form of
discrete optimization which is known to be N-Complete. The
performance of the proposed method is evaluated using four dif-
ferent distribution statistically based generated data sets. The
proposed algorithm is outperformed than PSO algorithm, which is
one of the states of the art metaheuristic methods for solving
optimization problems (Abdullahi et al., 2016).

Bee Colony algorithm is enhanced and it is used to efficiently
schedule the balance of load between nodes in dynamic cloud
environment. The improved technique tries to attain the minimum
makespan and reduce the no of migration, with providing the
efficiency to the cloud users. Here, its power is also used to
eliminates the tasks from over loaded VMs and submitted to the
suitable under loaded VMs. (Babu and Samuel, 2016)

Bansal et al. (2016) demonstrate the implementation vision of
scheduling techniques for task scheduling with simulation results
within CloudSim by considering the influence of execution cost
and load balancing. In the comparison of optimized and traditional
algorithms, the results show that optimized algorithms are always
performed better than the traditional ones.

In order to resolve the issue of task scheduling, Ma et al. (2016)
suggest the innovative dynamic algorithm based on Improved
Genetic Algorithm for cloud computing. The proposed technique
provides the full attention to the dynamic appearance of the cloud
computing. Simulation results show that IGA effectively reduce the
response and execution time for task scheduling, so it can enhance
the performance with throughput in cloud computing.

Considering the requirements and preferences of users, allo-
cating jobs to the most appropriate resources is one of the most
vital issues for job scheduling. To address this issue, FUGE which is
a hybrid approach base on genetic algorithm and fuzzy theory is
presented by Shojafar et al. (2015). The aim of this approach is
optimal load balancing in consideration with cost and execution
time. Modification is completed by the Standard Genetic Algo-
rithm (SGA) and devising a fuzzy based steady state GA in order to
improve SGA performance in terms of makespan. By considering
VMs, processing speed, bandwidth, memory, and the job lengths
jobs are assigned to resources by the FUGE algorithm.

Min-Min algorithm is used to decrease the makespan of tasks
by seeing the task length. Keeping this in attention, cloud provi-
ders should accomplish cloud user demands. Thus, this scheduling
algorithm that considers both cloud user requirement and re-
sources obtainability. The improved scheduling algorithm is fa-
miliarized by Thomas et al. (2015). High priority tasks are not gi-
ven any special status when they work out. The proposed method
considers all of these aspects. The outcomes illustrate a substantial
improvement in the utilization of resources.

To resolve workflow scheduling is identified as a NP-hard pro-
blem, for these types of problems exhaustive procedures cannot be
implemented. Consequently, a non-exhaustive optimization techni-
que is a well choice for solving such problems. In the research, Ra-
ghavan et al. (2015) use a meta-heuristic algorithm known as Bat
algorithm and some features Binary Bat algorithm for workflow
scheduling applications in cloud computing. Bat algorithm is superior
executed than other meta-heuristic algorithms. The Bat algorithm is



Table 1
Cost aware resource scheduling.

Reference Algorithm, policy or strategy Problems addressed Improvement /-achievement Weakness/limitations

Raju et al. (2016) � Cockoo search driven particle swarm
optimization

Deadline constrained task scheduling Improve the performance Focus only on the cloud provider profit

Bansal et al. (2015) � QoS driven scheduling algorithm Allocation cost for task scheduling Reducing the cost Compare with only basic technique
Kapur (2015) � Cost Effective Resource Scheduling (CERS)

algorithm.
Workload balancing Improve the performance Cost is fully dependant on the time and compare with only one

traditional technique.
Zuo et al. (2015) � Performance and Budget Cost based Ant Colony

Optimization Algorithm (PBACO)
Multi objective Task Scheduling Improve the performance Major comparison is done with traditional algorithms

Netjinda et al. (2014) � Algorithm 1 Partial Swarm Optimization
� Algorithm 2 Task Scheduling
� Algorithm 3 Variable Neighbourhood Search
� Algorithm 4 Workflow Scheduling Cost

Optimization

To find the minimum cost of purchasing
the IaaS cloud for the workload

Show improvement Results are close to ideal cost

Liu et al. (2013) � Directed Acyclic Graph (DAG)
� Particle Swarm Optimization

Optimal resource scheduling Reduce the energy and cost with in-
creasing the high profit.

Results of random algorithm are not good due to algorithm
does not optimize the QoS and rejects a number of realistic
requests.

Shen et al. (2013) � Cloud-based, online Hybrid scheduling policy
(CoH )

Integer programming problems Reduce cost and better performance

Tiwari et al. (2013) Rough set theory
� The ROSP algorithm

Optimal resource scheduling Improve performance Do not compare with existing algorithms

Yi et al. (2013) � Algorithm 1 Best-Fit Algorithm
� Algorithm 2 Bandwidth resource allocation

Job scheduling for reducing the cost of
user

Reduce cost and better performance MILP is time consuming when the traffic is heavy.

Moschakis and Karatza
(2012)

� Algorithm 1 Adaptive first come first serve
� Algorithm 2 Largest job first served

Virtual machine management Improve the performance and mini-
mize the cost

Compare with only basic technique
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associated with Best Resource Selection (BRS) algorithm and the
conclusions show that the bat algorithm is fifty percent better than
BRS algorithm considered there.

Diminishing the makespan of tasks scheduling in IaaS cloud is
also a NP-hard problem using the league championship algorithm
(LCA), which is the foremost intention of the study. The LCA is a
sports-inspired population based algorithmic structure for uni-
versal optimization over an uninterrupted examines space. This
implies great prospects of acting out well in this field as it had
succeeded in solving other NP complete problems in other areas of
research. From the simulation results, it shows that, the LCA helps
cloud users to keep cost for the time used than the LJF, BEF or the
FCFS scheduling algorithms, as it takes lesser time for the make-
span to process the tasks (Abdulhamid et al., 2014b).

Javanmardi et al. (2014) suggest a hybrid job scheduling
method that is used reducing the total execution time, execution
cost and load balancing. The standard GA is modified and to de-
crease the iteration of generating population with the support of
fuzzy theory. The jobs are allocated to the resources with con-
sidering the VM capacity and jobs size is a primary objective. The
experiments results show the efficiency of the suggested method
with reducing the execution time, execution cost and load
balancing.

Regardless of this, it is considered as a subject of great dispute
for effective scheduling algorithm designing and execution. Lin
et al., (2014) designed a non-linear programming method in order
to resolve the restricted multiport model and have designed a
novel task scheduling algorithm, the bandwidth aware task sche-
duling (BATS) algorithm for the allocation of appropriate quantity
of tasks to VM while considering the space, CPU, power, and
network bandwidth. However, commonly used cloud computing
task scheduling algorithms prefer the processing and memory
resources in task rescheduling. Moreover, on the other hand con-
straints of network bandwidth in task scheduling is a topic under
consideration. In this regard, none of them prove the usage of all
three resources. While, keeping in view the shortcomings of the
ACO algorithm and the inequality of load of fundamental machines
in task scheduling process.

In a cloud computing environment the characteristics of task
scheduling are discussed by Liu et al. (2014a), which discusses an
algorithm for task scheduling that depends upon genetic-ant col-
ony algorithm. The improvement is having a strong optimistic
feedback of ACO and taking into account the convergence rate of
the algorithm. However, the convergence rate is strongly affected
by the choice of the initial pheromone. The global search capability
of the GA is used by it to solve the optimal solution quickly and
then converts it into the initial pheromone of ACO. Under same
conditions, the results shown by simulation experiments suggest
that this algorithm exceed the weights of GA and ACO, even it has
an efficiency advantage in large scale environment.

Effective resource scheduling can minimize the task finishing
time, increase the utilization of computing resources in cloud
computing. Therefore, improvement of the performance and the
quality of services are the most core parameters considered in the
environment of cloud computing. In this regard, it depends on the
QoS aware scheduling algorithm and parameters created for the
resource and task scheduling in the cloud. It can be capable of
differentiating among user's service quality necessities, to deliver
users within the agreement with the needs of resources (Pan et al.,
2014).

The improved ant colony algorithm depend on partial swarm
optimization is known as ACA-PSO is proposed by Yang (2014).
Initially, the ants are in the lineup with ant colony algorithm for
the completion of the traverse, and re-arrangement of the solu-
tions, while keeping in view the confined and universal solutions.
While ACA-PSO controls the shortcomings of and algorithm as it
easily gets into confined solutions in cloud computing resource
scheduling.

Ergu et al. (2013) propose a model for task oriented resource
allocation in cloud computing. The cloudlets are associated con-
sidering bandwidth, costs, network complete time, and reliability.
The weights of cloudlets are calculated using the Analytic Hier-
archy Process (AHP) and the computing resources are allocated. In
the proposed model the two examples state that the weights of
the cloudlets are changed with multiple values of cloud resources
which are less than the specified threshold. The outcomes show
that the inconsistent elements and enhances the consistency ratio,
when the cloudlets weights are allocated dynamically.

In the research, Le et al. (2013) suggest a deadline based re-
source management scheme that dynamically allocates the re-
sources. The proposed scheme can be separated in two portions
one is resource provisioning and task scheduling. Resource pro-
visioning provides a way to acquire or release VMs based on user
demands and introducing additional VM startups to reduce costs.
Furthermore, the other portion deals with the scheduling, to
control the order of execution. The jobs are executed in VM se-
quentially based on to the predefined policy. The final objective of
the research is to make sure that the submitted tasks should to be
completed before the deadline.

For reducing the transferring time, execution time and execu-
tion cost, Ramezani et al. (2013) improve the complete multi ob-
jective model for task scheduling optimization. Conflict the con-
sideration between the tasks, the authority of PSO algorithm in
accuracy and speed. In order to deliver an optimal solution for the
presented model, a multi objective algorithm that is based on
Multi Objective PSO (MOPSO) method is proposed. Jswarm pack-
age to multi objective Jswarm (MOJ) package has been used to
calculate and implement the proposed model, with extending
Cloudsim toolkit put on MOJ as its task scheduling algorithm.
Optimal task organization among VMs is defined by MOJ in
Cloudsim according to MOPSO algorithm.

Herein, Sindhu and Mukherjee (2013) propose an innovative
scheduling algorithm depending upon GA that is applications and
resources centric. Furthermore, a multi objective GA optimizes the
makespan and processor utilization in an efficient way. The change
in the numbers of VMs in accordance with the number of hosts
cannot be competently scheduled by a single scheduling techni-
que. Therefore, they try to map in the VMs.

The Taguchi method and a Differential Evolution Algorithm
(DEA) are combined in the Improved Differential Evolution Algo-
rithm (IDEA). DEA uses few control parameters and has a domi-
nant universal exploration capability on macro-space. To exploit
the better individuals on micro-space to be potential offspring the
systematic reasoning ability of the Taguchi method is used.
Therefore, the presented IDEA is a balanced and more enhanced
on utilization and consideration. Delivery cost, processing is con-
tained by the cost model while time model contains waiting and
receiving time. The non-dominated categorization procedure,
multi-objective optimization method, not with the normalized
single objective method, is realistic to search the Pareto front of
makespan and cost (Tsai et al., 2013).

Task schedule algorithms openly focus on the speed and quality
of the scheduling. Min-Min algorithm has the characteristic of
simple and shortest completion time for the task. The least pos-
sible completion time for every single task is calculated according
to completely physical resources with the selection and assigning.
The recently mapped task is unconcerned to express for the least
tasks for distribution, and the procedure repeats until all sche-
duling task set is unfilled. In the enhanced Min-Min algorithm
provides QoS to the resources, includes scheduling completion
time, reliability and cost. The outcomes show that the suggested
algorithm is effective for the scheduling in the cloud computing
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environment (Wang and Yu, 2013).
In the hybrid cloud environment, Wang et al. (2013) suggest the

Adaptive Scheduling with QoS satisfaction algorithm, known as
AsQ. The proposed algorithm utilizes the execution time and
multiple optimization techniques to find out an optimal resource
allocation. Such that the utilization rate of the cloud, the renting
expense, and the makespan are enhanced.Based on the algorithm,
a fast scheduling technique is used to accomplish a total optimi-
zation of the cost and the deadline. The modified max min algo-
rithm provides better results without consuming additional time.
Whereas, the AsQ do not consume much time to take a decision.
When a task with a deadline cannot be executed on time, the AsQ
sends some more tasks to the public cloud. The remaining tasks in
a private cloud, if any is implemented before the deadline and to
satisfy the budget constraint. With the proposed techniques, the
tasks with user constraints can be accepted or rejected.

Wu et al. (2013) suggest a task scheduling algorithm depend
upon QoS driven for cloud computing. The Task Scheduling QoS
(TS_QoS) algorithm calculates the priority of task according to the
characteristics of task and then arranges the tasks with aspect to
the priority. It also estimates the completion time of each task on
various services, and schedules them quickly according to the
sorted task queue. In this way, the algorithm accomplishes im-
proved performance and balancing the load by QoS driven from
both completion time and priority of task.

The paper presents a scheduling technique for multiple VMs
migrations. The objectives of the paper are the analysis and for-
mulation of VMs migration. The proposed algorithm consists of
two portions. The first is used for finding the minimum cost VM
migration path from all distributed VMs to PMs. The second part of
the algorithm is creating the optimization migration sequence and
accelerating multiple VM migration process based on parallel
processing techniques. The simulations are used to validate the
efficiency of the algorithm (Zhang et al., 2013c).

To reduce the problems of cloud computing data centers in
resource management. Furthermore, it provides the assurance of
better quality QoS that the cloud computing can supply. The ACO is
applied for efficient resource scheduling according to the real QoS
parameters requirement of the environment for the cloud com-
puting (Zhu and Liang, 2013). First it gets the cloudlet, then sorts
and classifies the cloudlet based on its priority. Classification de-
pends upon the different QoS requirements. Further, it allocates
and schedules the resource with ACO according to QoS demands.
Finally, the requirements of QoS are analyzed and the shortest
path is bind with the cloudlet and resource to run the task. The
simulation results show a better performance by achieving opti-
mum completion time.

Innovative scheduling algorithm, which competently schedules
the computational tasks in a cloud environment and produced tree
based data structure known as a Virtual Machine Tree. They re-
formed DFS, which is used the appropriate VM for implementa-
tion. The Simulation is executed for fluctuating a number of VMs
and workload traces (Achar et al., 2012).

Zhong-wen and Kai (2012) proposes a scheduling technique
based on the parameters of the cost, time and trust for cloud
computing resources. The algorithm is appropriate for resource
scheduling and provides high efficiency in large scale cloud com-
puting. The experimental results show the competence of the
design and users are capable to achieve the optimal solution by
the making subsets of tree pruning and decision.

Sindhu and Mukherjee (2011) determine the use of two sche-
duling algorithms Shortest Cloudlet Fastest Processing Element
(SCFP) and Longest Cloudlet Fastest Processing Element (LCFP) for the
task scheduling. Algorithms reflect the processing constraint of a task
and the computational capability of a resource during the scheduling
assessments process. The whole makespan to accomplish the tasks
are used as the metric to calculate the outcomes of the suggested
algorithms. Table 2 compares the techniques according to the para-
meters used to evaluate the efficiency of resource scheduling, and
further details of the parameters used in efficiency aware resource
scheduling are shown in Table 8.

4.3. Energy aware resource scheduling

Energy aware resource scheduling techniques are required to
overcome the problems emerging due to high energy consumption
in the data centers. Under the cloud computing, diminishing the
energy consumption and saving the expenses due to energy are
substantial for the data centers and cloud providers (Buyya et al.,
2010). Data is increasing so rapidly that progressively larger ser-
vers and disks are needed to process them quickly within the
mandatory time period. The lost or wastage of idle power is a
major cause of energy ineffectiveness (Beloglazov and Buyya,
2010). Green computing is proposed to achieve the efficient pro-
cessing and utilization of resources, by minimizing the energy
consumption (Pandi and Somasundaram, 2016; Singh, 2015).

An efficient prediction model based on fractal mathematics is
developed to assist the algorithm that decides to turn on/off hosts.
Through this way, it helps to avoid the performance and energy
loss, which is triggered by instantaneous peak loads on account of
scheduling. An improved ant colony algorithm is proposed that is
applied for virtual machine execution for achieving optimize en-
ergy consumption and make it cost effectively to meet resource
intensive application demands in cloud computing environment
(Duan et al., 2016).

Ding et al. (2015) concentrate on the dynamic VMs scheduling
to attain energy efficiency and fulfill deadline constraints with
various PMs in cloud. The sufficient numbers of PMs are present to
process specific number of VMs with optimal frequency and each
PM operates on at least the optimal frequency. The required best
power ratio performance of PMs obtain from the idea of using
diversified physical machines, Where VMs are allocated the power
ratio before the PMs to increase the performance of power ratio. In
the cloud computing the scheduling is divided into some small
time event to reconfigured and consolidate the computation re-
source after each time event to reduce the energy consumption.
The deadline time event is necessary to operate for managing the
VMs resources from the PMs.

The information about the average time response of integer
programming problem in data center for task assignments, which
are limited in dynamic servers is provided by Dong et al. (2015).
The dynamic servers in data center consume more energy and less
efficient in scheduling to enhance these parameter with a greedy
task scheduling. Whereas the maximum energy saving schemes
for data center servers are used in Most Efficient Server First
(MESF) task scheduling scheme. With this scheme the average task
response time decreases, with the cost for the server up-gradation
and reduce energy. Also it protects the energy at the cost of ex-
tended task response times, although within the maximum
limitation.

Hosseinimotlagh et al. (2015) suggest a Smart Energy-aware
Task Scheduling (SEAT) VMs scheduling algorithm, which inten-
tions to extend the optimal level of utilization by proposing extra
calculating energy to VMs of cloud providers. The proposed SEATS
algorithm creates servers to accomplish their VMs more rapidly to
achieve their optimal utilization levels without requiring to
transfer VMs, which ultimately information to decreasing the en-
ergy consumption. In this way, the indolent servers are turned off
to save energy. Experiments show that the suggested policy not
only reduces energy consumptions, but on the other hand also
reduces the turnaround times of real-time tasks in the cloud.

Furthermore, Jena (2015) propose multi objective optimization



Table 2
Efficiency aware resource scheduling.

Reference Algorithm, policy or strategy Problems addressed Improvement /-achievement Weakness/limitations

Abdullahi et al. (2016) � Symbiotic organism search Task scheduling Improved the performance by reducing Make-
span, response time and degree of imbalance

Focus on load balancing

Babu and Samuel
(2016)

� Enhance bee colony Task scheduling and load balancing Improved the makespan and migration time Compare the results only with basic Bee Colony algorithm

Bansal et al. (2016) � First come first serve
� Virtual machine tree
� Particle swarm optimization
� QoS-driven
� Activity based costing

Task scheduling Point out the issue of performance with tradi-
tional algorithms

Do not make the comparison of meta-heuristic algorithm and
consider only the execution cost and load balancing

Ma et al. (2016) � Improved Genetic algorithm Task scheduling Improve the execution and response time Do not show the evaluation of throughput in the results
Raghavan et al. (2015) � Bat algorithm Workflow scheduling Minimize the execution cost Do not consider the overall efficiency
Shojafar et al. (2015) � FUGE algorithm Job scheduling Improve the execution cost and time. Do not care about the energy consumption
Thomas et al. (2015) � Min–Min algorithm

� The credit system based on task length
� The credit system based on task priority

Task length and task priority aware
scheduling

Makespan of the task is lesser and enhance the
utilization of resources

Do not compare the performance with existing algorithms

Abdulhamid et al.
(2014b)

� League Championship Algorithm (LCA) Minimizing the makespan Improve the execution time Compare with basic three algorithms

Javanmardi et al.
(2014)

� Genetic algorithm modified with fuzzy
theory

Job scheduling Improve the performance regarding execution
cost

Focus on only execution cost

Lin et al. (2014) � Nonlinear programming model
� Bandwidth aware Task Scheduling

(BATS) algorithm

NP complete problem Enhance the efficiency of task scheduling and
resource utilization. Increase revenue and save
cost of cloud provider

Wastage of resources

Liu et al. (2014a) � Genetic-Ant Colony scheduling algo-
rithm (GA-ACO)

Slow convergence problem Improve the searching efficiency of algorithm
(Searching and execution time)

The number of tasks is less significant and the resources are
more enough.

Pan et al. (2014) � Management system of task scheduling
and resource allocation of cloud
computing

QoS constraints resources task
allocation

Decrease the task execution time and increase
the efficiency of computing resources custom

Not implemented and simulated

Yang (2014) � Ant Colony Algorithm based on PSO
(ACA-PSO)

To enhance the efficiency of resource
scheduling

Improve the convergence speed, escape de-
ceiving into local optimum solution

Focus on local optimum

Ergu et al. (2013) � Analytic hierarchy process Task oriented resource allocation Enhance the consistency ratio Illustrate only examples mathematically
Le et al. (2013) � First-Come-First-Service (FCFS),

� Shortest Job First (SJF)
� Nearest Deadline First (NDF).

Providing the cloud resources
dynamically

Flexible resource allocation and scheduling with
better performance

Focus on only basic algorithms

Ramezani et al. (2013) � Multi-objective algorithm based on
multi-objective PSO (MOPSO)

� Multi-objective Jswarm (MOJ) package

To reduce the transferring time, execu-
tion cost, and time for the task.

Better Performance Do not compare the performance with existing algorithms

Sindhu and Mukherjee
(2013)

� Multi objective genetic algorithm based
scheduler

VM scheduling Fast processing, minimize makespan and pro-
cessing utilization

Tsai et al. (2013) � Improved Differential Evolution Algo-
rithm (IDEA)

To decrease task execution time and
cost

Better performance Focus only on time and cost

Wang and Yu (2013) � Min–Min algorithm To maximize the efficiency Improve the performance Min-Min algorithm has two sides. It is a possible Load im-
balance and resources utilization rate is less. And traditional
Min-Min algorithm does not come across various tasks of di-
verse service quality necessities.

Wang et al. (2013) � Adaptive Scheduling with QoS Sa-
tisfaction (AsQ)

A variation of the multi-dimension
multichoice knapsack problem

Optimization of cost and achievement of dead-
line constraints

Do not estimate the performance of the AsQ while AsQ spends
about 77% more cost than the COSHIC

Wu et al. (2013) � Task Scheduling Quality of Service
(TS_QoS) Algorithm

QoS aware Task Scheduling Minimize the completion time (Makespan, Load
Balancing)

Algorithm is based on the priority

Zhang et al. (2013c) � Host Selection Algorithm for Virtual
Machine

To decrease the migration time and in-
crease speed of the VM in the migration
process

Reduce the VM migration time and improve the
performance

Highly complex, and its performance is not up to the mark in
case of large scale multi-VM migration.

Zhu and Liang (2013) � The resource scheduling strategy based
on Ant Colony Algorithm

Deals with load balancing, QoS and ef-
ficiency parameters

Minimize execution time of cloudlet Do not compare the performance with existing algorithms

Achar et al. (2012) � Prioritizing
� Virtual Machine Tree Grouping

To maximize the efficiency Improve the performance Compare with the simple algorithm like FCFS and Priority Based
Algorithm.
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algorithm based on PSO, which can solve the task scheduling
problem in cloud computing, where of the number of data center
and user job changing. In dynamically changing cloud computing,
resources are allocated optimally. Therefore, multi-objective nes-
ted PSO based algorithm is recommended. The proposed algorithm
effectively utilize the resources, reduces energy and makespan.
The experimental results illustrated that the proposed methods
(MOPSO) perform better than the BRS and RSA.

Jiankang et al. (2014) recommend VM scheduling techniques
multiple resource constraints, such as the physical server size and
network link capacity, to reduce the numbers of active PMs and
network elements considering energy consumption. The design of
a two level heuristic algorithm is given for VM scheduling in
placement and migration. Compared with previous the works
proposed algorithm achieves better performance in the simula-
tion. Resource overloading is still a problem and live migration
does not support the alteration of virtual machines.

VMs are installed on PMs and countless power is expended to
service the servers in cloud data center. More physical servers
require extra budget and energy consumption. Consequently, the
Virtual Machine Placement (VMP) problematic issue is substantial
in cloud computing. Liu et al. (2014b) propose an approach based
on ACO to resolve the VMP problematic issue, known as ACO-VMP,
to efficiently use the physical resources and minimize the quantity
of running physical servers.

Due to the increment of size and number of data centers, en-
ergy consumptions are raised up in data center since last few
years. Shuja et al. (2014) anticipate a data center wide energy ef-
ficient resource scheduling framework (DCEERS) for resources
scheduling with respect to the need of the throughput. The data
center is structured as a multi service stream network with several
source, sink nodes and different limits on movement from one
stage to other. The optimization of lowest cost multi service
stream provides the least number of resources required for the
request of existing workload in the data center. For complex
lowest cost multi service stream problem, one of the fast heuristic
algorithm, Benders decomposition is worked to discover the op-
timal solution for the accessible data center. Simulations illustrate
that proposed framework use up for extra energy as equated to
other heuristics algorithms.

The comprehensive review of partial swarm optimization al-
gorithm and application in cloud computing using the CloudSim
system architecture is presented in Xiong and Wu (2014). Re-
sources scheduling problematic issue are considered comprehen-
sively and achieve the performance, scalability and reliability. As a
final point, the requests of the users associated the area of cloud
computing is found. Three parameters are examined to determine
the fitness values dynamically with using the PSO as resource
scheduling strategy on cloud computing. The experiment results
show that the suggested resource scheduling approach decreases
the usage of energy and increases the performance of data center,
this strategy has a very virtuous influence on the cloud computing.

Ghribi et al. (2013) explore the NP-hard problematic issue of
VM placement in cloud data centers. The main contribution is
using algorithms for placement and consolidation that reduce both
the migration costs and energy consumption. They anticipated a
linear integer program consistent to an accurate distribution of an
efficient specific VM migration algorithm to minimize the energy
consumption through the alliance. Sufficient energy savings is
achieved based on the workloads of the systems with fewer loads
and the results are significantly improved.

Beloglazov et al. (2012) explore energy aware resource alloca-
tion and scheduling algorithms that allocates the cloud resources
to cloud users in a way, which enhances the energy efficiency of a
data center without compromising the SLA. Autonomic and energy
aware mechanisms for self-management are used to attain the
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energy efficiency. Proposed algorithms for energy efficient map-
ping of VMs is appropriate for cloud resources. The simulation
outcomes show that proposed approach decreases the energy
consumption in cloud data centers.

Chen et al. (2012) suggest a cloud computing resource sche-
duling policy depend on the genetic algorithm with numerous
fitness, for the purpose of improving the utilization of resources
and saving the cost of energy in cloud computing. Chen et al.
(2012) use a pre-migration approach based on three load degrees
such as CPU utilization, throughput of network, rate of disk I/O,
which are measured in the algorithm corresponding. In order to
acquire a roughly optimal solution, and assume the hybrid genetic
algorithm mutual with knapsack problem through various fitness
and results show the efficiency of the algorithm. The algorithm
succeeds the aim of enhancing the utilization of resources and
saving the cost of energy by runtime resource scheduling.

In the paper, Luo et al. (2012) describe the energy efficiency in
cloud computing. The energy consumption model is proposed, and
sorts the computing resource into four different categories that
includes CPU, memory, storage, and networks. Furthermore, de-
sign the various regulation and strategies for multiple compo-
nents. Moreover, the paper proposes a dynamic resource sche-
duling algorithm based on energy optimization of cloud resources
with evaluation methodology. The simulation results show a bet-
ter performance of algorithm in terms of energy consumption.

The systematic performance model of the data centers is pre-
sented by Van Do and Rotter (2012). It takes into account the
quality of service (QoS) assured to users and the energy functional
usage in the data centers. Various scheduling algorithms ensure
the regular heat emission and energy consumption of servers as
well as the blocking probabilities of on demand requests. With the
exception of energy consumption is potential in the functional
range with the distribution of VMs to PMs on the basis of priority
depends on the mathematical results of association of different
allocation strategies.

Mezmaz et al. (2011) present a parallel bi-objective hybrid
genetic algorithm to solve task scheduling problem in cloud
computing. The main objectives are enhancing the makespan and
energy consumption. Proposed method approach is appraised
with the fast fourier transformation task graph which is a real
world application. Results show that proposed algorithm increases
on average the results, particularly in energy consumption. Indeed,
the energy usage is reduced by 47.5% and the makespan by 12%.
Table 3 comprehensively compares different energy aware re-
source scheduling techniques, while the parameters used for these
techniques are shown in Table 9.

4.4. Load balancing aware resource scheduling

Load balancing is a feasible process that improves VMs and
data center overloaded with computing cloudlets, tasks or jobs,
through sharing loads across data center infrastructures to achieve
a proficient performance of the systems (Nuaimi et al., 2012). Ef-
ficient allocation and scheduling must ensure that resources are
easily available on demand and proficiently utilize under condition
of high/low load by saving energy and cost (Katyal and Mishra,
2014).

An ideal scheduling algorithm is vital to resolve the load bal-
ance difficulties which can not only stable the load, but also can
meet the user's requirements. An optimal load balance algorithm
is suggested by Pan et al. (2015), which can improve assembly of
the systems and schedule the tasks to virtual machines further
professionally. Execution time of all tasks in the similar system is
less than others algorithms.

Cho et al. (2014) propose a hybrid meta-heuristic VM sche-
duling technique with a load balancing algorithm. The proposed
technique is used to customize VM requirements and considers a
number of resources to achieve load balancing. Pre-reject module
is used to decrease the scheduling time. Furthermore, to enhance
the performance of resource scheduling PSO operator is added to
the ACO technique. The proposed algorithm is implemented with a
limited amount of information and uses the workload of historical
requests to predict the workload of new input requests. Experi-
mental outcomes express that the performance ACOPS is superior
to the basic ACO and also it is better in balancing the load of
system as compared to existing techniques.

Wang et al. (2014) propose the least job time consuming and
load balancing genetic algorithm (JLGA) to optimize the task al-
location sequence in a dynamic cloud computing. It reduces the
makespan of tasks with balancing the load of the entire systems.
The algorithm assumes greedy algorithm for initializing the po-
pulation, brings in variance to describe the load intensive between
nodes and weights of multi fitness function. The simulations re-
sults show that the proposed algorithm is suitable for balancing
the whole system's load efficiently.

The paper suggests the Ant Colony Optimization Load Balan-
cing algorithm (ACO-LB). However, simulation outcomes express
that the enhanced ant colony optimization scheduling algorithm,
not only minimize the task completion time. It also helps in the
arrangement of tasks given to virtual machines while keeping in
view computing potential. Due to the virtual machines stack be in
a reasonable situation, and it keeps away from the waste of
sources and other issues. Moreover, ACO-LB algorithm can effec-
tively arrange the suitable resources for job completion and helps
in resources allocation and generation (Xue et al., 2014).

An improved version of task scheduling in cloud computing is
presented by Zhao et al. (2014) that embrace the intelligence
firefly algorithm. With the intelligence firefly algorithm in the
cloud computing the study shows the greatest solution for task
scheduling. However, through simulation experiments the en-
hanced firefly algorithm searches the universal optimal solution.
The development of this algorithm sets a theoretical base to ad-
ditional develop the system's resources allocation consequence
below cloud computing. The extending network and balancing
problem of network load are solved by this method. Also, the
global convergence of the algorithm is determined by it.

Mhedheb et al. (2013) suggest and implement a load and
thermal aware scheduling mechanism, which is competent for
avoiding the occurrence of over loading and over heating of the
PMs.This proposed algorithm first manages the initial scheduling
and after that looks at the change of workload and temperature on
the host. In the situation of overloading or overheating, the VM is
shifted to another PM, hence to avoid hot spots high temperature.
The experimental results show the benefit of the proposed me-
chanism regarding energy consumption.

In the paper Li et al. (2011) proposes the Load Balancing Ant
Colony Optimization (LBACO) algorithm, to achieve optimal load
balancing in tasks scheduling. The simulations show the LBACO
algorithm in applications with the number of tasks varying from
100 to 500. The simulation results show that the LBACO optimizes
the entire system's load effectively. Dynamic workload of task is
handled by LBACO in all conditions, and performs better than the
FCFS and ACO algorithms. Table 4 comprehensively compares the
previous mentioned techniques that are used for load balancing
aware resource scheduling, while the parameters used for load
balancing techniques are shown in Table 10.

4.5. QoS aware resource scheduling

QoS aware resource scheduling is a key issue in a cloud com-
puting. It implies to schedule efficiently and demanded task of
users to different resources according to the QoS, which focuses on



Table 3
Energy aware resource scheduling.

Reference Algorithm, policy or strategy Problems addressed Improvement/achievement Weakness/limitations

Duan et al. (2016) � Fractal Prediction
� Improved Ant Colony Algorithm

Energy aware scheduling for virtual
machines

Improve the CPU load prediction and utili-
zation with reducing energy

Compare with only traditional algorithm

Ding et al. (2015) � Algorithm 1 EEVS
� Algorithm 2 VM Allocation
� Algorithm 3 VM Process
� Algorithm 4 Reconfiguration

Reduce the energy consumption Consumes less energy and processes more
VMs successfully

Ignore the processing power and VM Migration

Dong et al. (2015) � Most Efficient Server First (MESF) task
scheduling scheme

Reduction of energy while keeping the
response within a constrained time

Reduce the data center energy consumption Focus only on energy consumption

Hosseinimotlagh et al.
(2015)

� Smart Energy-aware Task Scheduling
(SEAT)

VM scheduling and allocation of task Decrease energy consumptions and reduces
the turnaround times of real-time tasks.

Focus only on energy consumption

Jena (2015) � Multi-Objective Particle Swarm Optimiza-
tion (MOPSO)

Task scheduling Reduce energy consumption, makespan and
increase the profit

Focus only on only energy and makespan

Jiankang et al. (2014) � VM-P algorithm
� VM-Mig algorithm

VM scheduling Better performance Resource overloading and live migration does not con-
trol alteration of VM.

Liu et al. (2014b) � Ant Colony Optimization Virtual Machine
Placement (ACO-VMP)

VM placement Reduce the energy consumption Do not compare with other algorithms

Shuja et al. (2014) � Data Center wide Energy Efficient Resource
Scheduling framework (DCEERS)

Minimum cost multi commodity flow
inside the data center

Reduce energy consumption Throughput differs for resource scheduling reliant on
number of resources

Xiong and Wu (2014) � PSO algorithm Resource scheduling in data centers Reduce the power consumption and enhance
the performance of data center,

Focus only on energy consumption

Ghribi et al. (2013) � Exact VM Allocation Algorithm VM migration Consolidation and save energy consumption Compare with only basic algorithm
Beloglazov et al. (2012) � Algorithm 1: Modified Best Fit Decreasing

(MBFD)
� Algorithm 2: Minimization of Migrations

(MM)

Reducing power consumption of a data
center

Reduce the energy consumption in data
centers.

Chen et al. (2012) � Hybrid genetic algorithm Reduce the energy consumption and
cost for the data centers

Improve the resource utilization and saving
energy cost

Luo et al. (2012) � Resource scheduling algorithm for iso-
morphism nodes

Energy aware resource allocation Effectively save energy. If algorithm adjusts the energy consumption, it may
reduce system performance, which increase the execu-
tion time,

Van Do and Rotter (2012) � Analytic performance model Energy and heat aware allocation Energy consumption can be achieved Focus only on energy consumption
Mezmaz et al. (2011) � Hybrid genetic algorithm Task Scheduling Minimize the makespan and energy

consumption
Do not compare with existing techniques
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the availability, reliability, throughput, recovery time, fault toler-
ance and SLA of both cloud provider and users (Abdelmaboud
et al., 2015). At the time of scheduling the resources, the QoS for
the requested demand should not decrease. The poor utilization of
resources, increasing the failure rates, non-availability of re-
sources, violates the SLA are major issues to uncertainty of QoS
(Ardagna et al., 2014).

The Proposed technique uses heuristic algorithm using Load
Balancing Mutation a particle swarm optimization (LBMPSO), to
achieve reliability in task scheduling. LBMPSO considers execution
time, cost, makespan, and load balancing among the tasks and
VMs. The results show that LBMPSO improves the performance of
the mentioned parameters. Especially, it improves the availability
and reliability of cloud resources (Awad et al., 2015).

Many algorithms are suggested to resolve the problems like Ant
colony, priority and cost based algorithms, but these algorithms
consider cloud environment as non-fault, which indicates to cut
down in performance of current algorithms. Therefore, fault and
load aware Honey Bee scheduling algorithm is recommended for
IaaS cloud. The proposed algorithm takes into consideration failure
rate and workload on a data center to enhance the performance
and QoS in IaaS cloud environment (Gupta and Ghrera, 2015).

VMs scheduling problem is distinct from an allocation of a set
of VMs to a set of PMs. Kumar and Raza (2015) focus on PSO based
VM scheduling approach for VM placement in IaaS cloud. The
approach emphases on efficient VM allocation to decrease the
wastage of resource and quantity of used servers. Simulation tests
show the perceive allocation of VMs to the PMs and to estimate
the suggested algorithm with respect to performance and
scalability.

Lakra and Yadav (2015) propose a multi objective task sche-
duling technique for mapping tasks to VMs in order to enhance
the throughput of the data center, and to further decrease the cost
according to SLA. This algorithm is simulated using CloudSim and
the conclusion shows that the algorithm performs better by
minimizing the execution time and increasing the throughput.

The objective of research work comes out from the challenges
to search the best resource and workload according to user de-
mand. In real scenario, the three main QoS parameters are con-
sidered for efficient utilization of resources. These include mini-
mization of the execution cost of resources, reducing energy
consumption and execution time of workloads. The main em-
phasis of the research work is to recommend the cloud workload
management framework, clustering of workloads through ma-
chine learning techniques. Proposed resource scheduling policies
deal with the cost time based policy, time based policy, cost based
policy and bargaining based scheduling policy. The proposed op-
timization technique is used for the minimization of the execution
cost and time for resource scheduling. Further, reducing the en-
ergy usage and enhancing the perform of existing scheduling al-
gorithms if used in Singh and Chana (2015).

Hung et al. (2014) explain a procedure for task scheduling
while keeping in view the conflicts related to network and ex-
penditure of cloud in order to minimize the revival time for the
improvement and betterment of consistency and accessibility of
cloud services. However, network contention and cost aware
scheduling algorithm constitute on the exchange between net-
work contention and the economic expenditure. Moreover, in
comparison with other available methods, this procedure per-
forms well as compared to others instead of preferable processing
time in accordance to amount given by the consumers. However,
the processing time consists of the time required for recovery as in
the case of failure. Moreover, task scheduling is considered as
primary issue for attaining high competence in cloud computing.

Regardless of this, Kumar et al. (2014) suggest a three step
method that constitutes on resource selection, setting up of user's
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requests with the mutual resources and the novel resource allo-
cation along with Adaptive Job Scheduling algorithm which helps
in improving the QoS distributed by clouds. However, regarding
job scheduling a new weight matrix is utilized effectively to plan
the jobs in accordance with accessible resources. Moreover, plan-
ned and projected approach enhances the consistency of available
resources for job and helps in the reduction of time for completion
of job as it enhances the QoS distributed to end users and in the
end it estimates and suggests a methodology while utilizing the
recognized heuristics.

Storage virtualization is considered as main characteristics of
cloud storage, and it varies from conventional storage, as it sug-
gests the idea of storage device from substantial to logical. In this
regard, for enterprise storage resource consumption it makes a
straightforward combined structure. However presently, all highly
performing disseminated files systems utilize in cloud storage
platform employ the concept of GFS of Google, Blue Cloud of IBM
and S3 of Amazon. As this is the base for an enhanced and en-
hanced version of cloud storage model anticipated by Wang
(2014).

In the IaaS cloud computing, Gupta et al. (2013) use scheduling
algorithm to allocate a VM and schedule the request of the user.
However, there are dynamic natures of user who have a smaller
amount of resources and has funded less, user with the huge
amount of resources and has funded more, and an open user or a
public user. Therefore, charming into concern basic scheduling
algorithm, where a user demand is assigned a VM depend on the
load and the cost of data center. On the other hand, it is not
charming into concern the properties of the data center. Due to
this purpose, a data center with high QoS is assigned to a public
user and the demand from the other user who has funded more
will be distributed to a data center with low QoS. In this regard, a
trust management model is recommended to reduce this problem,
by attractive into concern VM monitor features which differ from
data center to data center. Then the scheduling algorithm uses
these trust value to increase the efficiency of the resource
scheduling.

Using the fuzzy clustering, Li et al. (2013) propose the model
and algorithm for dissolving the appropriate resources to tasks,
which specifically attain the requests of tasks and standby the
powerful resources for upcoming demand. Further, the algorithm
can efficiently escape the allocating of powerful resources to
simple or medium scale tasks or assigning poor resources to
complex large scale tasks. It can because of failure scheduling of
tasks or misuse of resources. With the concern of the reliability of
resources, proposed algorithm can intensely recover the task
scheduling and stability of resource management in the cloud.

The lease elimination is not possible in the current Haizea
systems. In the proposed system, the lease cancelation is im-
plemented. In the proposed technique the user can cancel the
scheduled lease, before the start of its execution. Furthermore, the
cloud providers can cancel the lease when the data or demand
details are not available at the execution time. Whenever the cloud
provider or any user vacates any slot, the vacant slot will be used
for another unscheduled lease. It greatly improves the resource
utilization (Nivodhini et al., 2013).

In the study, Sun et al. (2013) review the IaaS model for public
cloud and analyze the performance stream according to the
waiting line concept. The main aim is to increase the performance
of distinct VM and platform usage, with give out one straining
algorithm depend on the user request to discover an optimal re-
source for user's VM request. Based on the model, researchers give
out the backup and disaster recovery algorithm for the cloud
computing platform. This algorithm is confirmed on the cloud
network platform, which enhances the QoS of the entire platform.

Reliability based model assists the cloud scheduler in the
scheduling of tasks with the cloud infrastructure and help in
performing fault tolerance. There are separate reliability assess-
ment algorithms for general applications and real time applica-
tions. The algorithm for general application is adaptive and more
convergent towards failures. The algorithms for real time com-
puting do the reliability assessment on the basis of timeliness of
result and are also more convergent towards failures (Malik et al.,
2012).

Resource scheduling is the basic portion of resource manage-
ment in cloud computing. GA has universal optimization cap-
ability, elasticity, and implicit parallelism, which are not found in
other algorithms. The effective resource scheduling to achieve an
appropriate task, upgraded genetic algorithm is implemented in
research of resource scheduling for cloud computing. Finally, si-
mulation based on cloudsim results show the accuracy with the
strength of the scheduling algorithm (Cui et al., 2011).

Moreover, Li and Li (2011) shows the cloud resource placement
with infrastructure SLA constitute on the Pareto optimality theory
that distinguishes the need of user via utility function as it makes
the use of Pareto for the up gradation of resource scheduling
strategy in order to accomplish the favorable resource allocation.
The study explains the cloud bank model of cloud computing
along with the viability of mathematical proof for using the Pareto
optimality theory in resource allocation. Table 5 comprehensively
compares the previous various techniques that are used for load
QoS aware resource scheduling, while the parameters used for QoS
techniques are shown in Table 11.

4.6. Utilization aware resource scheduling

Fundamentally, the success of cloud computing services de-
pends on the proficient utilization of cloud resources. However,
the cloud providers have finite number of resources and attempts
to compelled them to maximum utilization (Wang et al., 2015). It
is challenging to apply scheduling scheme or technique to achieve
the various needs of users with utilization of all resources effi-
ciently, when many tasks or users require a lot of resources at the
same time (Brummett and Galloway, 2016).

Furthermore, the critical issue is considered as a quality of
service in cloud computing, a task scheduling approach with
multi-dimensional QoS constraints (including the response time,
execution time and resource utilization) is recommended by Jiao
et al. (2015). Under the multi-dimensional QoS constraints, on the
other hand, request may conflict between the users, which are
possible to boost the concern of the scheduling problem. QoS
performance, several advantages and the amount of load balancing
for nodes are consider in the task scheduling scheme. The immune
clone algorithm is suggested for numerous QoS constraint for the
task scheduling problematic issue. The review and experimental
results express that the immune algorithm is performed superior
to the other heuristic algorithms in the response time, execution
time and utilization rate.

Resource provisioning for cloud services in an efficient way is
significant for any resource allocation model. All the models con-
sider the computing and the network resources to represent ac-
curately and serve practical needs. The main aim of the algorithm
is to execute with the intention of decreasing the delay of the
connection requests. Four shared scheduling algorithms are pro-
posed in the model that are usable for scheduling the VM in data
center. It schedules the connection requests based on the available
network paths. The method is based on distribution and duration
priority technique that provides the least delay while keeping in
view the problem constraints (Abu Sharkh et al., 2013).

Cao et al. (2013) suggest an efficient VMs provision method as
well as job setting up a strategy that can make transaction be-
tween cloud providers and users. In this regard, python based



Table 5
QoS aware resource scheduling.

Reference Algorithm, policy or strategy Problems addressed Improvement/achievement Weakness/limitations

Awad et al. (2015) � Load Balancing Mutation a particle swarm op-
timization (LBMPSO)

Task scheduling Improved overall performance Fix the no of task, VMs and data centers

Gupta and Ghrera
(2015)

� Load and Fault Aware Honey Bee Scheduling
Algorithm

Fault aware resource scheduling Increasing request rate Compare with only Basic load aware
Honey Bee Algorithm

Kumar and Raza
(2015)

� Particle Swarm Optimization VM allocation Better performance Compare with traditional algorithms

Lakra and Yadav
(2015)

� Multi-Objective Task Scheduling Algorithm Task scheduling Enhance throughput with minimizing throughput Compare with traditional algorithms

Singh and Chana
(2015)

� Compromised Cost Time Based (CCTB) schedul-
ing policy

� Time Based (TB) Scheduling Policy
� Cost Based (CB) scheduling policy
� Bargaining Based (BB) scheduling policy

Enhance the proficiency of comput-
ing resources

Provide better and optimum solution for resource scheduling
issues.

Cost depends upon the no of resources

Hung et al. (2014) � Directed Acyclic Graph
� Algorithm 1 Network contention and Cost

aware scheduling

Reduce recovery time Improve performance and efficiency Increase the cost

Kumar et al. (2014) � Resource Allocation and Adaptive Job Schedul-
ing algorithm

QoS aware resource scheduling Reduce job execution time and increase reliability and %age of
resource allocation

Consider distributed resources both at lo-
cal and global sites

Wang (2014) � A scheduling algorithm based on Priority (SAP). Cloud storage scheduling Reduce loss rate Use the NS2 Simulator and not compare
with other optimized algorithms

Gupta et al. (2013) � Trust Management Model
� Trust and Reliability Based Scheduling Algo-

rithm for Cloud IaaS

To enhance the resource scheduling A request with a higher trust value is being allotted to the data
center with higher trust value

Results are not compared with other
models

Li et al. (2013) � Multi-QoS and Trusted Task
� Scheduling Model (MQT_TSM)
� Multi-QoS and Trusted Task Scheduling Algo-

rithm (MQT_TSA)

Multi QoS and trusted task
scheduling

Improve the performance Practical implementation

Nivodhini et al.
(2013)

� Wait queue in immediate leases
� Reservation queue in AR leases
� Deadline queue in DLS leases

To minimize the rejection rate in
immediate leases AR and DLS leases.

Reduce the rejection rate and improve the utilization.

Sun et al. (2013) � Disaster Recovery Model Of IaaS Public Cloud Resource re-allocation, disaster re-
covery, load balance

Provide existing VMs to the cloud users. Do not compare with existing algorithms

Malik et al. (2012) � Reliability assessment for general & real time
cloud computing

� Algorithm 1: Reliability Assessment Algorithm
for General Applications - Failure Convergent

� Algorithm 2: Reliability Assessment Algorithm
for Soft Real Time Applications

� Algorithm 3: Reliability Assessment Algorithm
for Hard Real Time Applications

Reliability assessment of computes
instance.

The reliability model assisted the cloud scheduler in the sche-
duling of tasks with the cloud infrastructure and help in per-
forming fault tolerance

Cui et al. (2011) � Improved Genetic Algorithm Efficient resource scheduling Improve efficiency Compare with the basic algorithm
Li and Li (2011) � Pareto optimality theory Efficient resource scheduling Improve performance It does not quantize resources and con-

sumer's requirements
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simulation suite simply is taken in to assemble the model. It
identifies the most pragmatic condition of VMs management in
cloud computing that is randomly arrival of jobs as each job is
associated with various numbers of tasks along with variation in
completing time. However, VMs allocation procedures and vibrant
jobs scheduling are revealed along with constraint of threshold
and various scheduling policies. In this regards, experiments re-
vealed that SJF policy is considered to be fit towards these types of
circumstances and it can attain improved working in order to get
higher QoS.

Resource scheduling algorithms express a vital part, where the
purpose is to schedule resources effectively to decrease the turn-
around time and enhance the resource utilization. Zhang et al.
(2013a) deal a PSO based strategy schedules applications to cloud
resource taking into account both communication cost and current
workload. In addition, an innovative inertia weight is familiarized
in order to become the global search and local search effectively
and avoid plunging into the local optimum. To conclude, experi-
ment with application workflows by varying its performance and
convergence analysis.

Zhang et al. (2013b) determine the dynamic resource man-
agement problematic issue for multiple virtual machines in cloud
computing. Performance of the CPU is a form of high sensitive
resource for the QoS in the IaaS Cloud. The global CPU regulation
algorithm depends upon the utility optimization theory is sug-
gested for the multiple virtual machines CPU regulation system
that contains both the local and global utility device. The experi-
ment results show that the global CPU regulation can increase the
response time, which is a full assurance to the quality of user
services.

In recent studies, researchers prefer resource scheduling as it
constitute on ant colony algorithm for cloud computing and it
helps in controlling the disadvantages of big size of node as it
results in lower distribution of resources for a single node and it
makes sure that user job can be fulfilled in time. However, still
Table 6
Utilization aware resource scheduling.

Reference Algorithm, policy or strategy Problems addressed

Jiao et al. (2015) � Immune Clone Algorithm Multiple QoS constrained

Abu Sharkh et al.
(2013)

� Software defined networking (SDN)
� SDN controller
� Equal Time Distribution Technique
� Node Distance Technique
� Resource Based Distribution

Technique
� Duration Priority Technique
� Greedy Algorithm
� ED-GA: Equal Time Distribution

technique and Greedy algorithm.
� RB-DP: Resource Based Distribution

technique and Duration Priority
technique.

Resource utilization with m
cloud provider cost, at a sa
all the client's demands

Cao et al. (2013) � FCFS
� SJNF
� SJEF
� LJNF
� LJEF

Effective resource utilizati
the user's cost

Zhang et al.
(2013a)

� PSO based Strategy Optimal resource scheduli

Zhang et al.
(2013b)

� CPU Global Regulation Algorithm Dynamic resource manage
ple virtual machine

Wen et al. (2012) � ACO algorithm and PSO algorithm Optimal resource scheduli
Kim et al. (2010) � Aerodynamic applications (CFD)

� Two different leases
� Best-effort(BE)
� Advanced-reservation (AR)

Utilization of resources
there is a chance that algorithms easily can get into confined so-
lutions and ends up in ineffective resource scheduling. Wen et al.
(2012) explain that merging of ant colony optimization algorithm
with particle swarm optimization algorithm in order to enhance
the utilization of resource scheduling in cloud computing
environment.

Kim et al. (2010) prove the performance enhancement of
adaptable scheduling schemes are scheduled and executed the
scientific applications, in the cloud computing environment. Or-
ganizing the computing environment, Haizea as a scheduler and
OpenNebula as a middleware are used to deliver infrastructures
for the cloud computing. The result shows that better performance
of the VM for parallel executions in certain terms of time. Another,
experiment confirms the comparison of the VM priority intensive
scheduling and job scheduling, with using the VMs scheduling
granularity increases usage of resources and decreases the fin-
ishing time of systematic applications on cloud computing. Var-
ious utilization aware resource scheduling techniques are com-
pared according to the different matrix and primary differences as
listed in Table 6. Moreover, the parameters used for utilization of
resources are shown in Table 12.
5. Comparative analysis of the parameters used in recent
studies

In this section, the resources and parameters used in evaluating
the current research is presented in Tables below. The tables show
that the IaaS cloud resources used by the existing researchers are
CPU, VM, node, network, and storage. Resource scheduling in
cloud computing means to allocate and schedule the best possible
resources or tasks/cloudlets to the users according to their dy-
namic demands with the consideration of different parameters
like time, response time, execution time, cost, makespan, band-
width/ speed, throughput, reliability, performance, availability,
Improvement/achievement Weakness/limitations

Better performance and algorithm
has less execution time than other
algorithms

inimizing the
me time fulfilling

Maximize the resource utilization
and minimize the cloud provider
cost

on with reducing SJF policy performs better to achieve
higher QoS.

Focus on only basic
algorithms

ng Better performance Weights are consider
only global optimum

ment for multi- Better performance Do not compare with
existing algorithms

ng Improve resource utilization Focus on local optimum
Reduced execution time and im-
prove resource usage

Scheduling is based on
priority
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memory, energy, temperature, priority, utilization, SLA and work-
load. Heterogeneous parameters are to be considered for resource
scheduling. In our survey, we show the number of parameters that
have been presented in existing studies, for the purpose of
comparison.

Basic intention of cloud providers is to get the most out of their
revenue and profit. For this purpose, various techniques are used
that increase users’ satisfaction, avoid SLA violations decrease the
energy consumption and enhance the resource utilization by
providing on demand services. On the other hand, cloud users
want to minimize the expenses and maximize the overall perfor-
mance. The parameters used for cost aware resource scheduling in
previous techniques are displayed in Table 7.

5.1. Cost

It refers to the total amount that is paid by the cloud users to
the cloud providers against the usage or utilization of resources.
The main purpose of cloud provider is to maximize the revenue
and profit while cloud users want to minimize the expenses. So
cost focuses on all four parameters including the provider revenue,
provider profit, user expenses and resource cost (Li et al., 2009).

In cloud computing, every cloud user wants the higher per-
formance of the service which is provided by the cloud provider.
This efficiency is achieved by the reducing the makespan, execu-
tion time, responses time and increasing the bandwidth or speed.
The parameters used for efficiency aware resource scheduling in
existing techniques are shown in Table 8.

5.2. Makespan

It determines the maximum completion time of cloudlet or
task, when the resources are allocated to the users. So it is ne-
cessary to reduce the makespan of specific cloudlet otherwise the
request will not be fulfilled on time (Abdulhamid et al., 2015).

5.3. Execution cost

The execution cost is the difference between the ideal cost with
Service level agreement and what is actually done in the execution
of task or cloudlets (Deelman et al., 2008).

5.4. Execution time

It determines the time that is consumed by the implementation
of cloudlet or task. Minimum execution time is required for cloud
provider and user, to enhance the efficiency. It also effects on the
energy consumption, utilization, load balancing and overall per-
formance (Puschner and Koza, 1989; Xiong and Perros, 2009).

5.5. Response time

It refers to the time, when a cloudlet or task responses to a
specific input and start processing. It can be calculated by the sum
of waiting time and submission time. It also directly effects on the
waiting time of the cloudlet or tasks (Bashir et al., 2013).

5.6. Bandwidth/speed

Bandwidth is also defined as the amount of data that can be
transferred or executed in a fixed amount of time. It is usually
preceded in bits or bytes per second (bps) (Buyya et al., 2009).

5.7. Priority

It refers to a cloudlet or task, that is regarded or treated more
important than the others. It is right to take precedence or to
proceed before others (Ghanbari and Othman, 2012).

Due to the rising demand for cloud computing, the numbers of
cloud data centers are enlarged more and more, so that the energy
problems of cloud computing environment are converted pro-
gressively prominent. The energy consumption of cloud data
center is protected efficiently using the rational allocation of re-
sources scheduling, with effective use of resources. The para-
meters used for energy aware resource scheduling in current
techniques are stated in Table 9.

5.8. Energy consumption

It refers to the usage of energy or power, which is distinct in the
use of energy by resources as a process of performing the opera-
tion of cloudlet or tasks. Less energy consumption can increase the
profit for the cloud user and move towards the green computing
(Beloglazov et al., 2012; Tziritas et al., 2013).

With the help of load balancing, it is easy to reduce the amount
of workload that is placed on a server in the data centers. Over-
loaded and unbalanced resources are cause the SLA violation or
failure of system. Load balancing is also useful for maintaining the
SLA and reducing the chances of SLA violations. The parameters
used for load balancing aware resource scheduling in existing
techniques are shown in Table 10.

5.9. Workload

Workload is used for load balancing, it can minimize the
amount of load that has been placed on VMs, servers or nodes.
Unbalanced and overloaded resources can be a cause of system
failure or SLA violation. Degree of Imbalance is a metric for load
balancing in the cloud computing (Nuaimi et al., 2012).

Main feature of cloud computing is to maintain the quality of
service (QoS) delivered to the cloud user in the form of availability,
reliability, failure rate and much more. Most researchers do not
consider reliability and availability for resource scheduling in
cloud computing environment because of the complexity to
achieve these parameters. The parameters used for QoS aware
resource scheduling in current techniques are presented in
Table 11.

5.10. Availability

In cloud computing, it determines the resources or tasks that
are accessible, suitable and ready for the use or service in specified
location and incorrect format (Nabi et al., 2016; Hassan et al.,
2014).

5.11. Throughput

It refers to the rate of production or rate in which cloudlet or
task can be processed in a certain period of time. It always should
be minimized for a high performance (Mustafa et al., 2015).

5.12. Reliability

It determines the frequency rate in which a cloudlet or task can
complete the execution or to perform its required functions under
stated conditions for a specified period of time. It is highly used to
avoid the failure rate of cloud computing (Armbrust et al., 2010;
Faragardi et al., 2013).

5.13. Recovery time

The recovery time is the maximum acceptable length of time



Table 7
Parameters for cost aware resource scheduling.

Reference Resources Task/
cloudlet

Parameters

Cost

CPU VM Node Network Storage Time Response
time

Execution
time

Provider
revenue

Provider
profit

User ex-
penses

Resource
cost

Makespan Bandwidth/
Speed

Reliability Performance Memory Energy Utilization Workload

Raju et al.
(2016)

✓ ✓ ✓ ✓ ✓ ✓

Bansal et al.
(2015)

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Kapur (2015) ✓ ✓ ✓ ✓

Zuo et al.
(2015)

✓ ✓ ✓ ✓ ✓

Netjinda et al.
(2014)

✓ ✓ ✓ ✓ ✓ ✓

Liu et al.
(2013)

✓ ✓ ✓ ✓ ✓ ✓ ✓

Shen et al.
(2013)

✓ ✓ ✓

Tiwari et al.
(2013)

✓ ✓ ✓ ✓

Yi et al.
(2013)

✓ ✓ ✓ ✓ ✓ ✓

Moschakis
and Karatza
(2012)

✓ ✓ ✓ ✓ ✓ ✓
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Table 8
Parameters for efficiency aware resource scheduling in IaaS.

Reference Resources Task/
cloudlet

Parameters

Efficiency

CPU VM Node Network Storage Time Response
Time

Execution
Time

Execution Cost Makespan Bandwidth/
Speed

Priority Availability Memory Utilization SLA Workload

Abdullahi et al.
(2016)

✓ ✓ ✓ ✓

Babu and Samuel
(2016)

✓ ✓ ✓ ✓

Bansal et al. (2016) ✓ ✓ ✓ ✓

Ma et al. (2016) ✓ ✓ ✓ ✓ ✓

Raghavan et al.
(2015)

✓ ✓ ✓

Shojafar et al. (2015) ✓ ✓ ✓ ✓ ✓

Thomas et al. (2015) ✓ ✓ ✓ ✓

Abdulhamid et al.
(2014b)

✓ ✓ ✓ ✓

Javanmardi et al.
(2014)

✓ ✓ ✓ ✓ ✓

Lin et al. (2014) ✓ ✓ ✓ ✓ ✓

Liu et al. (2014a) ✓ ✓

Pan et al. (2014) ✓ ✓ ✓ ✓ ✓

Yang (2014) ✓ ✓ ✓

Ergu et al. (2013) ✓ ✓ ✓ ✓

Le et al. (2013) ✓ ✓ ✓ ✓ ✓

Ramezani et al.
(2013)

✓ ✓ ✓ ✓ ✓ ✓

Sindhu and Mu-
kherjee (2013)

✓ ✓ ✓ ✓

Tsai et al. (2013) ✓ ✓ ✓ ✓

Wang and Yu (2013) ✓ ✓ ✓ ✓ ✓ ✓

Wang et al. (2013) ✓ ✓ ✓

Wu et al. (2013) ✓ ✓ ✓ ✓ ✓ ✓ ✓

Zhang et al. (2013c) ✓ ✓ ✓

Zhu and Liang
(2013)

✓ ✓ ✓ ✓ ✓ ✓

Achar et al. (2012) ✓ ✓ ✓ ✓ ✓

Zhong-wen and Kai
(2012)

✓ ✓ ✓

Sindhu and Mu-
kherjee (2011)

✓ ✓ ✓ ✓ ✓ ✓
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that a cloudlet or task can be down after a failure or disaster oc-
currence. It is a function of the extent to which the interruption
disrupts normal operations and the amount of revenue lost per
unit time as a result of the disaster (Dillon et al., 2010).

5.14. Fault tolerance

It refers to the mechanism that keeps the track of ongoing
operations. In the case of server failure, cloudlet or task should be
directly shifted to another running system to confirm the required
level of service. VM migration can support in relocating cloudlets
or tasks from one server to another. Faults or system failures im-
peratively influences on QoS and leads to a major loss in business
(Cheraghlou et al., 2015; Jhawar et al., 2013).

5.15. SLA

In cloud computing, a SLA is a contract between cloud provider
and user to guarantee the required level of services. It encloses
several specifics of service level that will be delivered to the cloud
users, such as IaaS resources. Therefore, proposed technique must
be appraised, always avoid the SLA violation and required activ-
ities should be taken. Otherwise, cloud provider is responsible for
its breach has to pay the penalty to cloud users (Patel et al., 2009).

In cloud computing, optimum usage of resources in a proficient
way specifies a high influence on the overall profit of the system.
Effective resource utilization is suitable for increasing the profit
and reducing the energy consumption by reducing the amount of
resources in use. The parameters used for utilization aware re-
source scheduling in current techniques are mentioned in
Table 12.

5.16. Utilization

Resource utilization is the usage of a resource in such a way
that is maximized through outcomes. Maximum resource utiliza-
tion can be achieved by reducing the amount of resource in use to
increase the profit and minimize the energy consumption with
satisfying the users’ demands in an efficient way (Madni et al.,
2016; Zhang et al., 2010).

Fig. 3 shows the total percentage of the parameters used for
resource scheduling in cloud computing based on proposed clas-
sified categories. The percentage of the parameters is shown in
clockwise direction, it starts from the time and ended on the
workload, sequentially.

Fig. 3(a) illustrates a pie chart of the parameters used in cost
aware resource scheduling category. In this category, the focus of
the researches is based on the cost parameter to reduce the cost of
users’ expenses and increase the revenue or profit for the provi-
ders. It can be achieved with the help of minimizing the response
time, execution time, energy consumption and makespan while
maximizing the bandwidth/ speed, balancing the workload, opti-
mal utilization of resources. These parameters are also considered
and shown with percentage of pie chart.

In Fig. 3(b), the parameters used for efficiency aware resource
scheduling are demonstrated. In this category, makespan, re-
sponse time, execution time, execution cost and priority are the
focus of the researches in order to achieve efficiency. These all
parameters are considered to enhance the efficiency of the re-
source scheduling and utilization effectively, which is a require-
ment of every cloud user.

The pie chart in Fig. 3(c) expresses the parameters according to
the energy aware resource secluding. In this category, more focus
is given to reduce energy consumption, while the other major
parameters like execution time, utilization and workload are also
considered with it to reduce the usage of energy. It directly affects



Table 10
Parameters for load balancing aware resource scheduling in IaaS.

Reference Resources Task/cloudlet Parameters

CPU VM Node Network Storage Execution time Cost Makespan Energy Temperature Utilization Workload

Pan et al. (2015) ✓ ✓ ✓ ✓

Cho et al. (2014) ✓ ✓ ✓ ✓ ✓ ✓

Wang et al. (2014) ✓ ✓ ✓ ✓

Xue et al. (2014) ✓ ✓ ✓

Zhao et al. (2014) ✓ ✓ ✓

Mhedheb et al. (2013) ✓ ✓ ✓ ✓ ✓ ✓

Li et al. (2011) ✓ ✓ ✓ ✓
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the cloud providers’ profit.
The load balancing aware resource scheduling is displayed in

pie chart of Fig. 3(d). In this category workload, execution time and
makespan are the important and most used parameters. Load
balancing can be achieved by reducing the execution time and
makespan of the task or cloudlet and it helps to enhance the
performance.

Fig. 3(e) presents the pie chart of the parameters according to
the QoS aware resource scheduling category. In this category the
focus of the research is based on the availability, reliability, SLA
violation and failure rate. However, the other parameters are also
considered by the researchers to optimize the resource scheduling.
There is a need to perform more work in this area, to increase the
performance and better service. These parameters are also difficult
in implantation that is why these are not more considerable
parameters in the research.

Utilization aware resource scheduling parameters are pre-
sented in pie chart form in Fig. 3(f). Utilization of resource is fo-
cused parameter in this category. It can be attained with the help
of reducing the execution time, response time and cost, while
increasing the bandwidth/speed. Due to the above cause, these
parameters are also considered by the researchers for optimal
resource scheduling.

In cloud computing, cloud providers organize a huge amount of
IaaS resources of Infrastructure as a Service, which are allocated or
assigned to cloud users as on demand. The concept of IaaS is ba-
sically offering Hardware as a Service. IaaS deals computing, sto-
rage and network as standardized services over the cloud. CPUs,
VMs, Storage systems, Nodes and Networks (switches, routers, and
other systems) are shared resources of IaaS and made accessible to
handle workloads (Mell and Grance, 2011). Fig. 4 shows the IaaS
cloud resources are deliberated by various researchers in their
research for resource scheduling in cloud computing from the time
period of 2010–2016.

It can be observed from Fig. 4 that most of the researchers
concentrated on the VMs and computational resources for the
research area, whereas few of them have concentrated on the
remaining resources for IaaS in the cloud computing. Hence, we
know that the storage and network resource are the basic needs of
the cloud computing. Moreover, cloud computing is totally de-
pendent on these resources. The focus on the VM attention is a
virtualization and fluctuating demand of the cloud users, whereas
other resources are requirement of the specific users for particular
tasks. Also VM generate some more problematic issues in research
or real cloud computing environment like VM migration and
placement.

The parameters for resource scheduling in cloud computing are
examined by various researchers in their research from the time
period of 2010–2016. After reviewing Fig. 5, we observed that
execution time, cost, energy and workload are most useful para-
meters, considered by the researchers in the research field of re-
source scheduling in IaaS cloud computing. Even though the
reliability, response time, utilization, bandwidth/speed and ma-
kespan are emphasized by some of the cloud researchers, but
there is a need to focus more on these parameters. Whereas, the
throughput, availability, priority, temperature and fault tolerance
are the elementary parameters considered in cloud computing and
only a few researchers have used these parameters in their re-
search. The implementation of these parameters in the simulation
or real test bed environment is too hard and highly compliable
that is one of reason for less consideration. Also an algorithm or
scheme is used to solve issue by concerning these parameters
together.

In reality, cloud is a business model, where cloud providers
want to reduce the expenditure with minimizing the energy/
power consumption, heat generation, storage, etc. While enhances
the revenue/profit with the maximum utilization of the resource.
However, the cloud users want to have high performance of the
service with the minimum cost and time. For these causes, time,
cost, energy, execution time and workload are considered most
significant parameters in the research of cloud computing.
6. Suggested future works

In this segment, we summarize and analysis the research gap of
the different strategic challenges, techniques and methodologies
that are perceived during the progression of literature survey of
this research for performance enhancement. A number of re-
searchers have discussed the new research challenges that are
raised by cloud computing. Fig. 6 presents the different suggested
works put forward by previous research works. It shows suggested
ideas according to the demand values and categorized by: very
high demand, high demand, medium demand and low demand.

A number of authors have discussed the new research chal-
lenges and issues that are elevated in the area of cloud computing.
Some of the crucial challenges suggested and identified by some
researchers for the further research in research scheduling for the
cloud computing (shown in Fig. 6) for performance improvement
for resource scheduling include:

� QoS aware Resource Scheduling: service refers to a certain level
of performance and availability, fault tolerance and throughput
of a service. This scheme is recommended for future work by
Gupta and Ghrera (2015), Huang and Ou (2014), Gupta et al.
(2013), He et al. (2013), Li et al. (2013), Sindhu and Mukherjee
(2013), Yi et al. (2013), Wang and Yu (2013), Li and Li (2011).

� Reliability aware Resource Scheduling is also considered as part
of the QoS, which is proposed by Bansal et al. (2016), Sharma
et al. (2015), Malik et al. (2012) for further enhancement.

� Workflow aware Resource Scheduling: A specific scheduling
strategy for mapping or monitoring the tasks in a workflow to
suitable cloud resources in order to satisfy user demand (Ab-
dullahi et al., 2016; Raghavan et al., 2015).



Table 11
Parameters for QoS aware resource scheduling in IaaS.

Reference Resources Task/
cloudlet

Parameters

Quality of Service

CPU VM Node Network Storage Time Response
time

Execution
time

Cost Makespan Bandwidth/
speed

Throughput Reliability Availability Recovery
time

Fault tol-
erance

SLA Performance Memory Energy Workload

Awad
et al.
(2015)

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Gupta and
Ghrera
(2015)

✓ ✓ ✓

Kumar
and
Raza
(2015)

✓ ✓ ✓ ✓

Lakra and
Yadav
(2015)

✓ ✓ ✓ ✓ ✓

Singh and
Chana
(2015)

✓ ✓ ✓ ✓ ✓

Hung
et al.
(2014)

✓ ✓ ✓ ✓ ✓ ✓ ✓

Kumar
et al.
(2014)

✓ ✓ ✓ ✓ ✓

Wang
(2014)

✓ ✓ ✓ ✓

Gupta
et al.
(2013)

✓ ✓ ✓ ✓ ✓

Li et al.
(2013)

✓ ✓ ✓

Nivodhini
et al.
(2013)

✓ ✓ ✓ ✓

Sun et al.
(2013)

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Malik
et al.
(2012)

✓ ✓ ✓ ✓

Cui et al.
(2011)

✓ ✓ ✓ ✓ ✓

Li and Li
(2011)

✓ ✓ ✓ ✓ ✓ ✓
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Table 12
Parameters for utilization aware resource scheduling in IaaS.

Reference Resources Task/
cloudlet

Parameters

CPU VM Node Network Storage Time Response
time

Execution
time

Cost Availability Utilization Workload

Jiao et al. (2015) ✓ ✓ ✓ ✓ ✓ ✓

Abu Sharkh et al.
(2013)

✓ ✓ ✓

Cao et al. (2013) ✓ ✓ ✓ ✓

Zhang et al. (2013a) ✓ ✓ ✓ ✓

Zhang et al. (2013b) ✓ ✓ ✓ ✓ ✓

Wen et al. (2012) ✓ ✓ ✓ ✓

Kim et al. (2010) ✓ ✓ ✓

Fig. 6. Innovative ideas for cloud computing.

S.H.H. Madni et al. / Journal of Network and Computer Applications 68 (2016) 173–200 197
� Job Scheduling: In getting the best performance in cloud com-
puting, job scheduling is considered as a primary task. Never-
theless, in geographically distributed resources many tasks will
be kept in view to carry out its functions. It creates a major
problem for the design of an efficient scheduling algorithm and
the implementation of it in a cloud computing environment
(Huang et al., 2013; Shen et al., 2013).

� Task Scheduling: The task scheduling policies and schemes have
a directly effects on the efficient usage of resources and effi-
ciency of the user's tasks in cloud computing. Therefore, to
achieve optimum scheduling and allocation of users’ tasks is
still considered a most important issue in cloud computing
(Thomas et al., 2015; Lin et al., 2014; Ma et al., 2014; Netjinda
et al., 2014; He et al., 2013; Li et al., 2013; Ramezani et al., 2013;
Wang and Yu, 2013).

� Optimal Resource Scheduling: In cloud computing, optimization
of resource scheduling is a necessity for the utilization of re-
sources efficiently, with considering all aspects of both cloud
providers and users (Jena, 2015; Gabi et al., 2015; Singh and
Chana, 2015; Pan et al., 2015; Xue et al., 2014; Zhao et al., 2014;
Tiwari et al., 2013; Rimal et al., 2010).

Although cloud computing is already a conventional technol-
ogy and is still developing, it is also predictable to see it settle
down, converging its current diversity into more streamlined so-
lutions. Major research challenges and issues in cloud computing
are:

� VM Migration and Placement: The scheduling of VMs on PMs is
a problematic issue in cloud computing. Data centers are
equipped with quite a lot of PMs, each of them works for in-
coming VM request. Traditional approaches used for VM
scheduling, including FIFO and some others. All PMs are con-
tained in a list and the requirement for the selection of VM is
checked (Kumar and Raza, 2015; Shojafar et al., 2015; Liu et al.,
2014b, Chen et al., 2012; Cho et al., 2014; Jiankang et al., 2014).

� Resource Utilization: Efficient utilization or usage means that
task/cloudlets use the resources allocated to them as fully as
possible (Kapur, 2015; Hosseinimotlagh et al., 2015; Zhang and
Su, 2014; Zhao et al., 2014; Kim et al., 2010).

� Green Computing: With the unexpected growth of data centers,
particularly the appearance of cloud computing, data center is
not only providing the unified servers and services. Preservation
of foundation, cloud users’ demands have progressed into a
group of huge amounts of data processing and storing as one of
the high performance computers to emphasis on. So green
computing stresses on the minimum and optimum usage of
energy, power, temperature and storage (Kapur, 2015; Kalra and
Singh, 2015; Sharma et al., 2015; Shojafar et al., 2015; Zhang and
Su, 2014; Abu Sharkh et al., 2013; Mhedheb et al., 2013; Ra-
mezani et al., 2013; Chen et al., 2012; Luo et al., 2012; Be-
loglazov et al., 2012; Tsai and Rodrigues, 2014).

� Mete-heuristic methods and algorithms for resource manage-
ment: Meta-heuristics methods and algorithms used to find the
best solutions to optimization problems, when exact techniques
proves insufficient. With meta-heuristic techniques, any type of
the objective function and proceeds into consideration various
objectives of resource management (Babu and Samuel, 2016;
Bansal et al., 2016; Sindhu and Mukherjee, 2011).

From Fig. 6, it shows that as at 2016, more research attention is
being directed at the areas of reliably and workflow aware re-
source scheduling. In 2015, more research attention is being di-
rected at green computing, resource optimality, utilization and VM
migration. In 2014, there are many suggestions to direct research
activities towards the areas of task scheduling, green computing,
resource optimality, QoS, workflow scheduling, VM migration and
utilization. Before then, there was huge interest in areas of QoS,
task scheduling, green computing, resource optimality, VM mi-
gration and job scheduling. These open challenges and future
works will play a decisive role in describing the technological
roadmap for cultivating the future IaaS cloud computing.
7. Conclusion and recommendations

The resource scheduling techniques should be as simple as
possible that require less execution time, makespan and compu-
tation power so that they consume less energy and produce less
heat to work as part of green computing. Furthermore, resource
scheduling techniques should provide guarantee of reliability,
availability and fault tolerance. There should be a procedure to
keep track of ongoing operation of resource scheduling so that
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fault or system failure cannot affect the QoS and may not lead to a
major losses in the business. Security also plays an important role
in cloud user satisfaction. Whenever clients use unsecured remote
or virtualized resources, there is a chance that the resources may
fall into wrong hands. So, we suggest that more work should be
done to provide the privacy and security with the resource sche-
duling in cloud computing.

Cloud computing is an interesting field of research, for the
reason of its comparative innovation and explosion development.
In this paper, we presented a classification scheme and a de-
scriptive literature review of resource scheduling for IaaS in cloud
computing research. A lot of scheduling algorithms, policies and
strategies are available today for resource scheduling in IaaS cloud
computing, but their performance evaluation remains on open
discussion. Although, current resource scheduling for IaaS in cloud
computing research is still perverse due to implementation and
technological concerns, such as resource management, perfor-
mance enhancement, cloud provider's and cloud user's satisfaction
and new research theme (like green computing and big data) re-
garding the social and organizational inferences of cloud com-
puting is evolving. We hope this classification and descriptive re-
view will deliver a portrait and reference base for academics and
practitioners of the modern state of resource scheduling research
and stimulate additional research interest in IaaS cloud computing.
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