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‘Ever-expanding Application of  Big Data Ana-

lytics’ 
 
 

The Organising Team of the Big Data Analytics and Innovation Conference is very 

delighted to publish this volume—Proceedings on Big Data Analytics and Innova-

tion —as part of the 2016 edition of the conference. It is also a real privilege for us 

to have a wide range of subject specialists—academics and practitioners—to con-
tribute to this volume.   

     The wide range of topics covered in the volume are a testament to the ever-

expanding application of Big Data Analytics—be it in education, as Etuk et al. 

paper shows, or in telecommunications, as demonstrated by a collection of papers 

from colleagues at the FUT Minna, or in national security and crime prevention, as 

Ujah and Adejoro‘s paper show—it is clear that Big Data is a low-hanging fruit 

that is just waiting to be plucked, which is applicable to just about any aspect of 

our national live and national economy.  

     Of course much has been said and written about Big Data and I do not intend to 

deal with the subject in any comprehensive way here except to say that the term 

‗big data‘ describes the innovations that surround the possible uses of digital infor-

mation and  that big data is now a significant feature of enterprise computing.  
     We are witnessing an explosive growth in digital and physical data and in the 

number of different types of datasets in the public domain. These datasets—

especially unstructured or non-metric data—are huge and complex in volume, ve-

locity, variety and veracity they threaten the capability of modern data processing 

and analytic tools. 

     Nigeria has an estimated US $200 billion Big Data market (Akwaja, 2014). The 

size of the Big Data market was approximately 58% bigger than what the country 

earned from oil in 2013 and estimated to rise to 70% in 2016. But despite Nigeria‘s 

comparatively huge Big Data market, data assets in key sectors of the economy 

such as the telecommunications, financial services, energy, oil and gas are still 

lying comparatively dormant as are in much of corporate Nigeria. Within the Ni-
geria‘s SMEs community, Big Data is unheard off, arguably. So, with dwindling 

foreign exchange reserves and collapsing oil prices, harnessing big data opportuni-

ties seems a sensible way to go.  

      Finally, I‘m grateful to all the authors in creating time from their very busy 

schedules to contribute to this maiden volume. Thank you. 

 

James Ogunleye, PhD, FRSA 

Conference Chairman 

 
Reference 
Akwaja, C. (2014) ‗Big Data: Nigerian Operators Jostle For $200bn Opportunities‘, Leader-
ship Newspaper (Business section), May 19, available at:  http://leadership.ng/business/ 
371431/big-data-nigerian-operators-jostle-200bn-opportunities; accessed: 25/10/14. 
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Big Data in Big Giant in Big Continent 
 

 

UGOCHUKWU ONWUDEBELU  
Federal University Ndufu-Alike Ikwo, Nigeria 
 
SANJO FASOLA OJENIYI 
University of  Ibadan, Nigeria 
 
ADEBAYO JOSEPH 

Federal University of  Technology, Minna, Nigeria 
 

 
ABSTRACT Welcome to the age of Big Data, where the quantity of data in the world is 
soaring very high on a second to second basis and in both scope and power. Indeed, Big 
Data has come to stay and there is no turning back since data is key to change and it is at the 
centre of knowledge-based economic and society. In our time, an enormous amount of data 
is recurrently being generated and flowing from various sources, through different channels 
in this digital age. Our world revolves around data and hence come the revolution. With the 

world experiencing a data revolution or ―data deluge‖, we must be ready for changes as big 
data technologies are evolving rapidly. This data revolution has not just restricted itself to 
the industrialised world rather it is also being experienced in developing countries. The 
change and development we yearn for in Nigeria is data-dependent rather than oil-dependent 
as has been the case in the past decades. However, many organizations are rich in data but 
poor in insight. These data hold the potential, as yet largely untapped, to allow decision 
makers to track development progress. Consequently, we need to turn-on our own tap of 
innovation and socio-economic development through Big Data. With the promise come 

questions about the analytical value and thus, policy relevance of this data, especially, con-
cerns over the relevance of the data in developing country contexts. This paper does not 
offer a grand theory of technology-driven social change in the Big Data era. Rather it aims 
to describe the big impact of Big Data and to suggest ways to address at least a few aspects 
of concerns raised here. This paper is also a call-to-action for stakeholders for intensive 
action to ensure that big data helps the individuals and communities who create it as well as 
the government at large. The paper concludes that Big Data will help deliver better services, 
improve efficiency of operations and enhance communications between the governing and 

the governed. Furthermore, the economy of a nation can greatly be raised by the Big Data 
paradigm shift, which will result in not only seeing Big Data as the oil rather as the air, that 
is, you cannot breathe without it. 
 
Keywords: Big Data, prediction, open government, cloud computing, data deluge, Nigeria, 
Business Intelligence 
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Introduction 
 

Big Data is the extremely large and varied datasets that may be analyzed to reveal 

patterns, trends, and associations; they are often too large to store, process and ana-

lyze with traditional storage and computing methods (Davenport, 2012). Gartner 
refers to data sets that have ―high variety, volume and velocity as Big Da-

ta‖ (Franks, 2012). Consequently, Big Data is an umbrella term for the explosion in 

the quantity and diversity of high frequency digital data. Nevertheless, some have 

called it, the next frontier (Harrison and Hrdinova, 2013) for advances in organiza-

tional innovation and productivity. For others, the term was spoken with a bit of 

awe and pushiness, and always a breathlessness about what incredible potential big 

data held for making our world more understandable and more fixable (Kitner and 

Thea, 2015). Big Data bears the promise of enabling policy makers and organiza-

tional leaders to extract knowledge from the torrents of data now generated through 

business transactions, network-based human interaction, or by increasingly ubiqui-

tous sensors monitoring events in the physical, technological, and social world 

(Harrison et al, 2013). It should be recalled that the fundamental reason for using 
big data is to find a way to present any data in a usable form to solve problem. 

      In 2010, there were over five billion mobile phones in use all over the world, 

and of those, over 80% in developing countries (unglobalpulse.org) and the num-

ber continues to rise quickly. The spread of mobile-phone technology to the hands 

of billions of individuals generates a lot of data when such data are analysed would 

help in knowing the individuals more. This mobile phone technology has been 

used as a substitute for usually weak telecommunication and transport infrastruc-

ture in addition to underdeveloped financial and banking systems in Africa. The 

promises and potential of Big Data in transforming digital government services, 

governments, and the interaction between governments, citizens, and the business 

sector, are significant (Bertot and Choi, 2013). As the digital data universe grows 
bigger by the day local and national governments are embracing innovative meth-

ods to harness Big Data technology to better serve citizens (Ben-Zvi , 2016).  

      One clear example of Big Data is the Square Kilometer Array (SKA) 

(www.skatelescope.org) planned to be constructed and completed in South Africa 

and Australia (Harris, 2012) by 2024. If completed, the SKA will be able to pro-

duce in excess of one Exabyte of raw data per day, which is more than the entire 

daily internet traffic at present. The SKA is a 1.5 billion Euro project that will have 

more than 3000 receiving dishes to produce a combined information collecting 

area of one square kilometer, and will use enough optical fiber to wrap twice 

around the Earth. Another example of Big Data is the Large Hadron Collider, at the 

European Organization for Nuclear Research (CERN), which has 150 million sen-

sors and is creating 22 Petabytes of data in 2012. Many projects fail due to neglect 
of invisible data work (Kitner et al, 2015). 
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Key Sources of Big Data 
 

Human-Generated: These are made possible through the following ac-

tivities: 

 
a. Online behaviours such as orders, transactions, payment history, usage 

history etc. 

b. Online attitude such as opinions, preferences, interests, needs and desires, 

social media posts etc. 

c. Online user-generated content such as blog posts and Tweets, online 

searches, satellite images, online videos etc. 

d. Interaction data such as click digital pictures, streams, email and chat etc. 

e. Mobile phone interactions: call logs, mobile-banking transactions, cell 

phone GPS signals etc. 

 

Sensors-Generated: These are made possible through the following ac-

tivities: 
 

a. Wearable devices such as calculator watch, wristband, Google glass, digi-

tal eye wear, smart watches, domestic robot, etc. 

b. Home Appliances such as refrigerator, toaster, dishwasher, clothes dryer 

etc. 

c. Climate Information such weather, traffic, etc. 

 

A Deluge of Data: The Promise of Big Data in Nigeria 
 

We are faced with a deluge of data that, when combined with new technologies 

and analysis techniques, has the potential to inform decision and policy making in 
unprecedented ways (Bertot et al, 2013). This data deluge has significantly be pro-

moted by the advent of social network websites, where users replicate an electronic 

version of their lives by generating records of their lives by daily posting details of 

activities they performed, events they attended, places they visited, pictures they 

took and things they enjoyed and fancied. This data deluge is often referred to as 

Big Data (Bell, Hey, and Szalay, 2009; Franks, 2012). The striking thing about this 

data deluge is the speed and frequency with which data is emitted and transmitted 

as well as the rise in the number and variety of sources from which it emanates. 

Increasingly, the research and scientific communities, governments, and the private 

sector are generating large-scale data sets on a range of topics, including traffic 

patterns, disease data, purchasing behaviour, and social behaviour through social 

media interactions (Bertot et al, 2013). Furthermore, other areas where a deluge of 
data is being generated include: Health data, environment such as climate change, 

emergency response and disaster resiliency, manufacturing, robotics and smart 

systems, secure cyberspace, transportation and energy, education, and workforce 

development. Thus, we are cumbersome with a lot of data which if not appropriate-

ly harness will lead to information overload. In short, our ability to harness Big 

Data have the potential of reducing information overload, leading to new scientific 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 11 

and research insights, create economic development, and generate new policies that 

benefit the public served by governments. 

 

 
Figure 1: Data Deluge (Source: Ben-Zvi, 2016) 

 

Nigeria, the giant of Africa, both in terms of economy and population (with about 

180 million people) needs to harness the benefits of Big Data as well as cloud com-

puting to remain at the top. The challenges of data collection and mining are surely 

a challenge particularly with various organs of government that are involved in the 

management and usage of data for different purposes. Some of the agencies sad-

dled with the responsibility to collect and manage data in Nigeria include (Hilbert 

and Lopez, 2011): 

i. Federal Road Safety Commission (FRSC) responsible for drivers‘ license 

and vehicle number plates; 

ii. Independent National Electoral Commission (INEC) responsible for vot-

ers registration exercise.  

iii. National Bureau of Statistic (NBS) responsible for production of national 

official Statistics; 

iv. National Identify Management Commission (NIMC) accountable for na-

tional identity database  

v. National Population Commission (NPC) in charge of national demograph-

ic data.  

vi. Other organizations including the banks in the financial sector and Tele-

communication companies in the telecommunication sector such as MTN 

Nigeria, Globacom, Airtel, Etisalat etc.  
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Over 80% of World‘s Data are currently Unstructured (Iyilade, 2015). Most of 

these data collected by these organizations (FRSC, INEC, NBS, NIMC, NPC, etc.) 

are structured in nature and are very essential for e-governance services. Neverthe-

less, the replication of the same data by different government agencies poses great 

threats to security and privacy concerned. The collected data is used merely for 
statistical purpose and not solving any mission critical challenge that can improve 

the quality of the government service or any private sector challenges. The Nigeria 

government needs to have an open access to data across Government ministries 

just as is seen in most of the developed world – US, Canada, Britain, Australia, 

France, Japan - that has a national agenda and initiatives on Big Data. This massive 

amount of data should be recognized as a national asset that can improve the econ-

omy of Nigeria, which in time past has sorely depended on oil. 

 

Data is the New Oil 
 

Data is the new ‗Oil’ of the 21st Century with potential to spur innovation and soci-

oeconomic development in many sectors (World Economic Forum, unglobal-
pulse.org). Like oil, data must be refined before it can be used. This oil can be 

found at the Federal, State and Local government levels, in fact, it is located in 

each state, thus the need for Nigeria as a country to digitize all government depart-

ments, scheme and services in the three tiers of government. The amount of data is 

expected to grow as new technologies are adopted resulting in an equivalent in-

crease in the amount of both structured and unstructured data available outside 

government circumference. The application of Big Data analytics to this growing 

resource can increase the value of this asset to government and the people seeing 

that data is an asset. Therefore, there is the need to have national ICT strategy that 

will identify the need to have a framework for Big Data analytics so as to further 

develop government capability in Big Data exploitation. 
 

Table 1: Units of Information 

 

Value Metric Overview of Data Scale from 

Kilobytes to Yottabytes 

 

1000 KB Kilobyte 1,000 bytes 

10002 MB Megabyte 1,000,000 bytes 

10003 GB Gigabyte 1,000,000,000 bytes 

10004 TB Terabyte 1,000,000,000,000 bytes 

10005 PB Petabyte 1,000,000,000,000,000 bytes 

10006 EB Exabyte 1,000,000,000,000,000,000 
bytes 

10007 ZB Zettabyte 1,000,000,000,000,000,000,00
0  bytes 

10008 YP Yottabyte 1,000,000,000,000,000,000,00
0,000 bytes 
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The amount of available digital data at the global level grew from 150 exabytes 

(see Table 1) in 2005 to 1200 Exabytes in 2010 (Dirk and Balietti, 2011). It is pro-

jected to increase by 40% annually in the next few years (Manyika et al, 2011), 

which is about 40 times the much-debated growth of the world‘s population 

(UNDP, 2010). This rate of growth means that the stock of digital data is expected 
to increase 44 times between 2007 and 2020, doubling every 20 months 

(unglobalpulse.org). Accord to a pictorial estimate made by Hilbert and Lopez 

(2011), if all the data used in the world today were written to CD-ROMs and the 

CD-ROMs piled up in a single stack, the stack would stretch all the way from the 

Earth to the Moon and a quarter of the way back again. In terms of figures, the 

International Data Corporation (IDC, 2010) in their report in 2010 estimated that 

by the year 2020 there will be 35 Zettabytes of digital data created per annum. 

      An organisation willing to use analytics technology frequently acquires expen-

sive software licences; employs large computing infrastructure; and pays for con-

sulting hours of analysts who work with the organisation to better understand its 

business, organise its data, and integrate it for analytics (Sun et al, 2011). This joint 

effort of organisation and analysts often aims to help the organisation understand 
its customers‘ needs, behaviours, and future demands for new products or market-

ing strategies. Such effort, however, is generally costly and often lacks flexibility. 

Nevertheless, research and application of Big Data are being extensively explored 

by governments, as evidenced by initiatives from USA (science.house.gov) and 

UK (www.cs.ox.ac.uk); by academics, such as the bigdata@csail initiative from 

MIT; and by companies such as Intel (istc-bigdata.org). 

      The Nigeria government needs to support the idea of creating of a Nigerian Big 

Data Analytics Service Network (NBDAS) to increase exchanges between data 

scientists and businesses in order to improve skills capacities within the software 

industry which will lead to the next generation of data-analysis products and appli-

cations which will be similar to that of European Big Data Analytics Service Net-
work (EBDAS) (NESSI, 2012). 

 

Discourse on the Extent to which Big Data Analytics is used in Nigeria 
 

Nigeria is gradually making a foothold with respect to the issues of Big Data ana-

lytics although it is still struggling with it because of many limiting factors as men-

tioned Table 2. Since 2014, Nigeria operators are jostling for $200 billion market 

values associated with big data (Akwaja, 2014). Consequently, Globalcom, MTN 

Nigeria, Airtel Nigeria as well as Etisalat Nigeria are already deploying the next 

generation networks and Business Intelligence software tools to tap into the big 

data opportunities. For instance, Globalcom is spending $ 1.25 billion to build an 

Internet Protocol network, MTN Nigeria is spending over $ 1 billion yearly on its 
network, Airtel Nigeria and Etisalat Nigeria are both spending over $ 3 billion col-

lectively to retool their network to harness into the big data prospects. These reac-

tions to emerging technologies and leverage tools like big data are all geared at 

gaining a competitive advantage. Furthermore, with the fantastic yearly income 

that averages about N 11.8 million, Big Data is expected to catalyse the growth of 

the economy and thus boost its gross domestic product (GDP). While it has been 
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projected to create over one million jobs in the United State experts say in Nigeria 

Big Data promises to create twice that (Ajanaku, 2015). Soft Solutions Limited is 

company that is involved in Big Data in Nigeria while a good example of compa-

nies compiling data for their use in the country includes Renaissance Capital 

among others. 
 

Turning Data into Products 
 

We have entered the era of high rate of production of information of physical, bio-

logical, environmental, social and economic systems. For data to be helpful to any 

government there is need to turn the data into finish product, as was noted by 

O‘Reilly Media when it declared: The future belongs to the companies and people 

that turn data into products.  Big Datasets should be used to inform funding and 

science policy decisions. Just as the bibliometricians have successfully made use of 

the data deluge to make enormous advances in understanding how to manage sci-

entific documents (Lane, 2012), Nigeria needs to use the data deluge to make enor-

mous advances in its economy.  There is a link between data and information, and 
the way in which that information is created and transmitted, and hence used to 

generate scientific, social, economic and workforce products. 

      Big Data brings the following benefits data view, changing thinking methods 

and tools, expanding the application scene, providing better service to the society, 

enhancing the value of the opportunity. The Big Data is changing thinking methods 

and tools, bring data intensive science and data exploration science (Miao, 2014; 

Shukla, 2015).  

 
SWOT Analysis 
 

SWOT is a study undertaken by an organization to identify its internal strengths 
and weaknesses, as well as its external opportunities and threats. SWOT stands for 

Strengths, Weaknesses, Opportunities, Threats, and it is one of the simplest tools 

for mapping the signals relevant to change in the business or society is the SWOT 

analysis ((Tidd, Bessant and Pavitt, 2005). It is a simple, structured way of explor-

ing the key challenges facing an organization and consequently a nation. The 

SWOT analysis in Table 2 reveals several opportunities but limited strengths. It is 

beneficial for Nigeria to make the most of the strengths and opportunities when 

directing efforts and crafting policies. A number of the identified threats can be 

limited through appropriate legislation. 
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Table 2: SWOT Analysis for Big Data Applications in Nigeria 

 
 

The is a need for Nigeria to greatly improve the tools and techniques needed to 

access, organize, and glean discoveries from huge volumes of digital data just like 
other governments (developed World) such as US, Canada, Britain, Australia, 

France, and Japan have done. However, the potential value of Big Data will not be 

achieved without first overcoming barriers such as monetary cost of managing, 

collecting and maintaining such data (Harrison et al, 2013). 

 

Challenges for Big Data Uptake in Nigeria  
 

Big Data presents Nigeria many opportunities to influence every sector and sphere 

of life. Nevertheless, it also presents her with some challenges at the same time. 

These challenges include:  

 

 

 

Strengths 
a. Advantage of later adopter. 
b. Changing thinking methods 

and tools. 

c. Expanding the application 
Scene. 

d. Growing interest from com-
panies using cloud compu-
ting and software services.  

Weaknesses 
a. Insufficient knowledge and under-

standing on how to gain new insights 
by using data analytics on citizens, 

customers, products and services. 
b. Big Data as a Service in Nigeria is 

currently non-existing  
c. Very few research organizations are 

known for their activities and initia-
tives in the field of Big Data. 

d. Close access to data, in other word, 
no wide spread knowledge about 

freely available data. 
e. Ineffective research and development 

networks between universities, re-
search centers and industries are be-
ing established. 

Opportunities 
a. Providing betters services to 

the society.  
b. Enhancing the value of the 

opportunity. 
c. Rising citizen demands in 

Nigeria for smarter products. 
d. Better use of freely available 

data. 
e. Developing new products 

and services enhanced with 
Big Data analytics and priva-

cy by design. 

Threats 
a. There are serious concerns of expec-

tations not being met and security and 
privacy threats rising. 

b. Insufficient capabilities for compa-
nies in Nigeria to scale to the world 
market. 

c. The fear of using big data analytics 
while neglecting privacy standards. 

d. There is a globally fast growing 
knowledge about using data as an 
asset class for leveraging the industri-

al competitiveness. 
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Data Inaccessibility 
 

Today a huge amount of data which is easily accessible in electronic form is pro-

duced by both research and human activity as shown in section 1.2. Data accessi-
bility is a problem in Nigeria, there are various hurdles of different forms in ac-

cessing data form FRSC, INEC, NBS, NIMC, NPC etc. Consequently, there is a 

need to take significant steps in promoting open data initiative in government min-

istries and parastatals so as to encourage innovation by providing access to public 

data. Examples of countries with their open access sites include: Canada - http://

open.canada.ca/en, UK - https://data.gov.uk; US - https://www.data.gov etc. These 

steps when taken will make public datasets to be available and accessible for anal-

ysis and use. Some countries across the globe have begun adopting norms to stand-

ardize and publish datasets, they include: Kenya, Norway, Brazil, South Korea, and 

international institutions like the World Bank. 

 

Lack of a National Strategy and Initiative on Big Data 
 

The amount of data in the world is exploding - large portion of this comes from the 

interactions with the Internet and electronic devices. This huge volume of data is 

pregnant with meaning and hidden treasures if exploited. The lack of a national 

strategy and initiative on big data is actually affecting the economy of Nigeria indi-

rectly. Most of the developed world such as Australia, Britain, Canada, France, 

Japan and US has a national agenda and initiatives on Big Data. These have helped 

them greatly in generating and spur innovation in many sectors of their economy. 

Nigeria likewise should developed a national strategy and initiative on Big data 

that will help in advancing various sectors in our nation‘s economy – agriculture, 

business, climate, ecosystems, education, energy, finance, health, local government 
Admin, manufacturing, telecommunication and transportation.  

 

Privacy and Security of the Data 
 

The Nigeria government in undertaking projects in Big Data must always have 

these two words at heart: the privacy and security of the data. The value of data 

(both in terms of personal value and the data‘s circulatory value) should be calcu-

lated; and the simple cost of data streams and access to the same must also be ade-

quately accounted for (Kitner et al, 2015). One of the most challenging scenario, 

however, is the one represented by analytics over big data where analytics proce-

dures run on large-scale amounts of distributed big data, hence leading to critical 

privacy and security breaches in cloud-assisted outsourced databases (Cuzzocrea, 
2014).   

 

Scarcity of Skilled Personnel 
 

Gartner revealed that software vendors and service providers have cited scarcity of 

skills as the most important impediment in developing Big Data initiatives (Kart, 
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Heudecker, and Buytendijk, 2013).  Nigeria, the giant of Africa, especially in terms 

of population, produces large and varied dataset which is useless without skilled 

personnel to harness and generate value from it. As a result, skills for data science 

and associated skills which are at present very low are in high demand. For in-

stance, currently, there is a large shortage of skilled data scientists globally, esti-
mated at 140,000 in next five years in US. Skills in Big Data Analytics and Visual 

analytics (visual design skills) are very much needed.  With regards to visual ana-

lytics, skills in it help to promote the need for understanding the relevance and re-

latedness of information. Moreover, there is a need to know more about appropri-

ate visual representation of different types of data at different spatial and temporal 

scales (NESSI, 2012). One of the ways of reducing skill shortages is by establish-

ing innovation networks and spreading knowledge with online trainings as well as 

generating hands-on expertise based on commoditized analytical services.  

 

Recommendations 
 

i. Nigeria needs data privacy laws and a privacy commission to provide 
oversight on privacy implications of how personal data is collected and 

used by government and businesses so as to reduce privacy concerns and 

security threats raised above.  

ii. The Nigeria government needs to support the idea of creating of a Nigeri-

an Big Data Analytics Service Network (NBDAS). 

iii. Nigeria needs to encourage the development of infrastructure and tactical 

approaches to Big Data analytics for universities‘ depositories. 

iv. We need to encourage early education on data science and training in ap-

propriate computer programming, machine learning, and Mathematics/

Statistics. 

v. Our Universities need to be offering specialized Masters Degree in Big 
Data Analytics. 

 

 

Conclusion 
 

Researchers and policymakers are beginning to realize the potential for channelling 

these torrents of data into actionable information that can be used to identify needs 

and provide services (Bertot et al, 2013). As Big Data is growing and changing the 

mainstream business agenda, especially in the developed world, governments of 

the developing countries must realize its great potential as a key decision maker 

and tap into it. The cost of data is high but still desirable. Face with the situation of 

more is less, where the more data we collect, the less is our ability to derive action-
able information from the data. It is necessary for us to move to more is more. The 

more data we collect, the more value we derive from the data. There is a need to 

exploit the huge hidden potentials embedded in Big Data analytics, so as to harness 

its benefits for the economy development of our nation. Big Data will help deliver 

better services, improve efficiency of operations and enhance communications 

between the governing and the governed. Furthermore, the economy of a nation 
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can greatly be raised by the Big Data paradigm shift.  As this paper argues, the 

relevance of Big Data in Big Giant in Big Continent for a nation‘s development 

hinges primarily on the type of analysis it is subjected to and the use that is made 

of the resulting information. If properly harness, big data will become plucking the 

diamond from the waste.  

 

Limitation of paper 
 

The limitation of this paper of course is not being able to explore more Big Data 

companies so as to ascertain their distributions in the country at large. Generally, 

most data in Africa is largely offline bringing it online requires astronomical un-

dertakings with enormous funding that private companies simply do not have. 

Therefore, we would have also loved to carry out a survey to learn more on the 

hindrances that are peculiar to the private sector as some companies have data they 

are not prepared to share. This data, if shared can be something useful to our na-

tion. 
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ABSTRACT This study appraised the impact of data pool on innovation capability of Aqui-
la Technology in the Operations of Petroleum Equalization Fund (Management) Board [PEF
(M)B], Nigeria. Factors bothering on positive impacts made by data gathered using the Aq-
uila Technology Platform in relation to the efficiency of tasks performed by the Operations 
Department of PEF(M)B were studied. The Narrative-Textual Case Study (NTCS) in amal-
gam with a tailor-made questionnaire and interview, administered on 140 and 30 interview-
ee respectively on randomly sampled population of about 198. However, one hundred and 

fifteen (115) of the tool representing about 82.5% retrieval ratio was recorded. The survey 
revealed 50.69% and 49.31% intensely agreed and agreed respectively that Aquila was de-
signed using the Work Breakdown Structures (WBS) of Operations Department (OPs). An-
other 53.92% and about 80% strongly agreed respectively that the technology captured eve-
ry data on all transactions which has transformed the payment process significantly. An 
overwhelming 70.05% and 36.61% also subscribed that data management has effectively 
helped the OPs Department in planning. The result of gap analysis indicated Aquila has met 
stakeholders expectations gaining 80% support and recording about 70% success. Another 

52% observed that the pre-Aquila era was manned by fraudulent transactions. The paper 
submitted the need for immediate commissioning of the proposed project Aquila II. 
 
Keywords: Innovation, Data, Aquila, Technology, Petroleum, Oil and Gas, Marketers, PEF
(M)B 

 

1. Introduction  
 

Oil exploration in Nigeria began in 1908 when a German Company, Nigeria Bitu-

men Corporation was licensed to explore at Araromi area of Western Nigeria. Op-
erations was truncated few years after the discovery due to First World War in 

1914. Apparently, due to the interruption in operations, Anne, et al., (2015) 

claimed the discovery was now made in 1956 at Oloibiri, Niger Delta. Over time, 

however, the sector has emerged as extremely competitive. About 15 years after 

the expansion of exploration privileges, PEF(M)B (2013) observed most petrol 

service stations nationwide were characterized by long queues due to frequent se-

vere shortages of petroleum products. In response to the yawning of Nigerians 

(The Equaliser, 2011b), the government set up an inter-ministerial committee to 

examine the situation and make appropriate recommendations. The impregnated 

recommendations gave birth to Uniform Pricing System (UPS) which steered the 

establishment of PEF(M)B through Decree No. 9 of 1975 (as amended by Decree 

No. 32 of 1989). The Board was charged with the responsibility of reimbursing 
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petroleum-marketing companies for losses suffered as a result of sale of petroleum 

products at uniform prices throughout Nigeria [PEF(M)B, 2013]. Towards the ac-

tualization of aforementioned mandates, as at December, 2011, PEF(M)B recog-

nized the need to shift the paradigm of claims payment from manual data collec-

tion to generating a pool of data on petroleum marketers using the Aquila Technol-
ogy Platform for the purpose of innovating the payment process. This made the 

Board unveil the Aquila Technology in December, 2011 (The Equaliser, 2011b). 

      Aquila, a Latin name for Eagle was chosen in view of the bird‘s strength, speed 

and accuracy. To successfully couple a set of the hardware, equipment required 

include; Radio Frequency Identification (RFID) Tags for Trucks, RFID Reader and 

CN3 Mobile Device. Aquila is not a tracking device to monitor movement of 

trucks or goods in transit, but it had scrutinized payments that were due for about 

30,000 different petroleum marketers within its database as part of bridging claims 

for distribution of petroleum products across depots in Nigeria within the period 

from January to December 2013 (PEFMB, 2013). Baaziz and Quoniam (2014) 

recommended the adoption of big data technologies for optimization of operations 

in upstream sector of the petroleum industry. Hence, thousands of data-collecting 
sensors in facilities were used to provide continuous and real-time monitoring of 

assets for taking evidence-based and informed decisions. This paper argued the 

cost implications of taking wrong decisions far outweigh that of adopting a data 

extraction technology such as Aquila. Because a system is never perfect, it is ex-

pected that technologies be open to positive contributions from beneficiaries of the 

services rendered by the Aquila technology. Issues  raised by petroleum tanker 

drivers, the need to stop illegal payments to unscrupulous petroleum marketers as 

bridging claims and relevant other issues bordering on the functionality of the Aq-

uila further makes studies of this nature ever relevant. It is expected that the output 

of the research will serve as a blue print for policy makers and stakeholders to 

chart the right course of action for the development of Aquila II. 
      The object of this paper was fastened on appraising the impact of data collec-

tion and analysis through the Aquila technology platform on the innovation capa-

bility in the Operations of PEF(M)B, particularly in the last 5 years of the use of 

Aquila Technology. The paper sought answers to issues such as (i) the relevance of 

data gathered through the Aquila platform on the tasks of the Operations Depart-

ment in PEF(M)B; (ii) the role of Aquila technology data in innovating the settle-

ment of marketers‘ claims and; (iii) the observable lapses and imperfections of 

Aquila during implementation, which would assist in proposing an improvement to 

be labelled  Aquila II Technology. This survey embraced data from both primary 

and secondary sources such as published and unpublished articles from the internet 

and intranet, as proposed by the Narrative-Textual Case Study (NTCS) method of 

research, see Abouzeedan and Leijon (2007). The justification for using of NTCS 
is due to the uniqueness of the Aquila technology and the insubstantial nature of 

academic publications on the study at hand. Section 2 of this paper dwelled on rel-

evant literature materials reviewed to gain insight of the topic at hand. Method of 

data collection and analysis adopted were presented in Section 3. In section 4, the 

results obtained were presented and discussed, as the paper wrapped up with sub-

missions for making informed decisions as regards the role of data on innovation.          
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2. Conceptual Outline  
 
2.1 Innovating with Data and e-payment in Upstream Petroleum Industry 
 
The upstream sector of the petroleum industry is no stranger to using data for inno-

vations as observed by Baaziz and Quoniam (2014). Organizations use thousands 

of sensors installed in surface wells and facilities to provide continuous data-

collection, real-time monitoring of assets and environmental conditions. Settlement 

of customers‘ claims were also facilitated by data mining technology (PEFMB, 

2013). Other sources of big data include sensors, spatial and GPS coordinates, 

weather services, seismic data, and various measuring devices. ―Structured‖ data is 

handled with specific applications used to manage surveying, processing and imag-

ing, exploration planning, reservoir modeling, production, and other upstream ac-

tivities. Most of the data in use before Aquila were ―unstructured‖ or ―semi-

structured‖ such as emails, word processing documents, spreadsheets, images, 

voice recordings, multimedia, and data market feeds, which made it difficult or 
costly to either store in traditional data warehouses or routinely query and analyze. 

Therefore, appropriate tools for Big Data was recommended for use (Baaziz and 

Quoniam, 2014) such as the Aquila Platform which was applied in loading and 

offloading of petroleum products managed (PEFMB, 2013).   

      The regime of e-payment system in Nigeria oil and gas sector could be traced 

to the early 2010 when Easy Fuel Limited, a Nigerian company engaged in the 

provision of e-payment solutions. The firm introduced a range of products. One of 

such integrated e-payment solutions had the potential of revolutionizing payment 

system in the upstream sector. The intent of the technology was to eliminate the 

use of cash in buying petroleum products at filling stations across the country over 

time (Tayo, 2011). The author also proposed that with these solutions in place, a 
customer only needs a bank card or any of Easy Fuel‘s proprietary e-payment 

products which may be installed in the vehicle or issued as contactless Free on 

Boards (FOBs) to purchase fuel. With the speed pass, customers can set predeter-

mined limits on how much and how often a vehicle can refuel. The product offered 

the highest level of control and accountability for fleet managers. The Sprint is a 

smart RFID device, which when installed in a vehicle and worked by identifying 

the vehicle to the Easy Fuel system (Tayo, 2011). 

      However, Gbodume (2014) observed that for an e-payment system to be effi-

cient there must be a way for merchants to verify the validity of the purchase and 

payment must be easily convertible to cash. He also suggested that since most mer-

chants in Nigeria were in business on subsistence basis, cash will be better appreci-

ated. This is where an e-payment or e-transactions solutions came handy. These 
payment solutions target most of the concerns of merchants and more. Despite its 

advantages, e-payment solutions in the upstream sector have not enjoyed much 

acceptance as anticipated in Nigeria. To this end, the Equalizer (2012) queued be-

hind Tayo (2011) on stakeholders expectations from Aquila. 
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2.2 Technology and Data, the Aquila Technology Case 
 

As Shehu (2014) observed, the number of marketers in the downstream sector had 

availed data and communication technologists significant investment opportunities 
waiting to be explored by data experts. The author observed there were over 6,000 

independent petroleum products marketers and 6 major marketers distributing and 

marketing petroleum products across the country. His argument was hinged on the 

provision of ICT and data management related services to oil companies and mar-

keters alike.  

      Since PEF(M)B recognized that for any organization to metamorphose from 

being reactive to being proactive, it must adopt the application of big data technol-

ogy for informed decision to be made. PEF(M)B has demonstrated this as the first 

organisation to successfully launch and implement an electronic loading and deliv-

ery system for petroleum products in Sub-Sahara Africa as observed by Abubakar, 

et al., (2015). The platform has automated data capture mechanism, which enabled 

faster processing and payment of claims with an online, real-time information man-
agement system facilitated by the Radio Frequency Identification (RFID). In addi-

tion, the technology provides data for strategic business decision planning and 

making. Prompt settlement of marketers‘ claims accrued during pre-electronic 

management and payment system era was made with ease. This technology also 

promoted a healthy working environment by reducing the traditional paperwork, 

thereby reducing cost in printing and by extension transportation [PEF(M)B, 

2013]. 

      Project Aquila is a software written to work on RFID technology. The launch-

ing of the business solution also made Nigeria to join other world leaders like Can-

ada, India and South Africa where RFID technology had been in use successfully. 

PEF(M)B (2013) also observed that this technology is a first of its kind in Sub-
Sahara Africa. Although the process work flows was designed by an external con-

sultant, the software codes for Aquila were written by a staff of PEF(M)B, thereby 

saving government an estimated two million dollars ($2million) [PEF(M)B, 2013] 

and promoting local content as enshrined in the Local Content policy of the gov-

ernment. 

      The adoption of data technologies in many countries by different sectors of the 

economy has made direct positive impact on the organizations‘ efficiency. Baaziz 

and Quoniam (2014) sighted instances where Chevron used proof-of- concept for 

seismic data processing. Shell also uses piloting Hadoop in Amazon Virtual Private 

Cloud for seismic data processing too. To this end, much of the innovation that is 

key to the digitization of big data is happening at oil service contracting compa-

nies. Pool of data has made tremendous improvements possible on decision making 
processes in PEF(M)B (The Equaliser, 2011a). David (2004) had proposed the 

application of computers to process, analyze and display information about many 

processes involving moving ―trucks.‖ Entering the information about the status of 

moving things requires repeated data entry which is cumbersome, expensive and 

error-prone. Consequently, many automated systems have being developed to per-

form this data entry task. Together these systems are referred to as automatic iden-
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tification (―Auto ID‖) systems. Other important areas of application of Auto ID 

include product identification in consumer goods industries, swipe card access sys-

tems and GPS otherwise referred to as on board computer systems used in truck-

ing. The availability of such data entry systems has provided the impetus for devel-

opment of more sophisticated decision support and control systems (Duncan and 
Yossi, 2004).  

      In line with the developmental process of using technological approach for 

rapidly and accurately delivering product data into supply chain operations, core is 

the decoupling of the physical item from the information representing it (as is the 

case with bar codes).  In particular, digital identity is the only piece of product data 

that must be directly located on the product itself. All the other data can be stored 

elsewhere, with the identity providing a unique code to access it.   

      Project Aquila‘s benefits to PEF(M)B in particular and to the oil and gas sector 

in general went beyond the capacity to generate data pool on national consumption 

pattern of petroleum products. The benefit also included the planning and deter-

mining of the volume of petroleum products bridged across the country. Again, the 

manual method of determining accruals to the marketers and transporters before 
the adoption of this technology had become a thing of the past (Equalizer, 2013). 

This technology uses the RFID in identification of tags placed on trucks which 

serves as a chip that monitors the loading of the truck. The RFID reader and the 

CN3 mobile device combine perfectly to extract required data of trucks. The same 

Aquila platform is used at the discharging point of trucks to capture the data of the 

discharging trucks which is used in processing the payment of marketers‘ claims.  

      While introducing the business solution to stakeholders, the Executive Secre-

tary (ES) of PEF(M)B emphasized the transparent and sustainable nature of ―Proj-

ect Aquila‖. She emphasized it will eliminate the guesswork and perceptions on 

which the then consumption pattern of petroleum products were based. The infor-

mation assessed on the database would show products‘ loading and off-loading at 
depots as well as areas of the country to which they were assigned.  

      In addition, the success of the project relies on the principles of winning key 

compliant. To achieve this, there is need on the part of the staff to possess the abil-

ity to initiate a winning mentality in spite the challenges in the industry. Pertinent 

also are the roles and responsibilities of staff towards the creation of a winning 

team and highly innovative capability which are paramount to the success of the 

goals of the project as outlined by Abubakar, et al., (2015). The Equalizer (2012b) 

also proposed staffs‘ initiative and innovative capability, self-confidence, enthusi-

asm, data analytical skills, flexibility and technical know-how must be brought to 

bear. 

 

2.3 Auto ID System Architecture and Radio Frequency Identification (RFID) 
Technology  
 

Automated Identification (Auto ID) involves the automated extraction of the iden-

tity of an object. The Auto ID system applied in the project Aquila as described in 

this paper draws heavily on past and current developments in the area of Radio 

Frequency Identification (RFID) (Abubakar, et al., 2015). The RFID technology 
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provides a simple means of automatically obtaining the unique identity of an item. 

In the instance of Aquila, the item in question is a petroleum product loading truck. 

This operation is done at increasingly low cost. The systems can then be coupled 

with networked databases which enable access to additional product data. Much of 

this functionality can readily be provided by bar code systems (See Duncan and 
Yossi, 2004 for details on the basic principles of operations of a typical RFID).  An 

RFID-based Auto ID system generally comprises the following elements:  

 

i. A unique identification number which is assigned to a particular item 

ii. An identity tag which is attached to the item with a chip capable of storing 

- at a minimum - a unique identification number. The tag is capable of 

communicating this number electronically. 

iii. Networked RFID readers and data processing systems which are capable 

of collecting signals from multiple tags at high speed (100s per second) 

and of preprocessing this data in order to eliminate duplications and mis-

reads. 

iv. One or more networked data bases that store the product information 
(Duncan and Yossi, 2004). 

 

Similarly, (Duncan and Yossi, 2004) juxtaposed RFID Based Auto ID Systems and 

Bar Code Based Systems and observed that the RFID is a logical extension to to-

day‘s barcode-based on systems that have been so successfully applied throughout 

supply chains. Barcodes identify products at transition points such as shipping, 

receiving, and checkout. General features of these technologies are that both are 

inexpensive, ubiquitous and, in principle, very accurate. There are two advantages 

of the RFID technology over conventional bar code systems: 

i. Bar codes have to be scanned deliberately by a person in a process that is 

difficult to 
automate. On the other hand, RFID tags can be readily scanned automati-

cally without human involvement. 

ii. Bar codes require line-of-sight to read, while RFID tags can be read in 

any orientations as long as they are within the reader‘s range (Duncan and 

Yossi, 2004). 

3. Research Methodology  
 
3.1 Research Design  
 

This paper draws facts and relevant literature from historical data. It then adopted 

the Narrative-Textual Case Study (NTCS) galvanized with the survey research 

using questionnaire to pull information from respondents on the significance of 

data gathered through the Aquila technology platform on the innovations in the 

operations of the Board. NTCS is a social science research method that employs 
intensively, the information, data and academic materials made available and easi-

ly accessible by information and communication technology facilities such as in-

tranet, internet, World Wide Web, online databases, e-libraries et cetera 
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(Abouzeedan and Leijon, 2007). The method combines the use of quantitative and 

qualitative, observation, text content analysis and available official statistics in 

different proportions for problem-solving or problem-identification as designed by 

the research. 

 
3.2 Research Instrument 
 

A self-designed questionnaire was used for this survey. The justification for the 

choice of questionnaire was hinged on the uniqueness of the tool in addressing 

research questions as designed by the researchers. The instrument was divided into 

three (3) sections. Section A contains general information on respondent such as 

Organization, Schedule of duty and Educational qualification, etc. Section B has 

twenty (20) items which sought the views of respondents on the significance of 

data collected through the Aquila technology platform for innovations of the tasks 

performed by the operations department of the understudied organization. This 

section used a five (5) point liken rating options comprising Strongly Agree (SA), 

Agree (A), Uncertain (U) Disagree (D), and Strongly Disagree (SD). In section C, 
attempt was made to conduct a gap analysis of the pre and post implementation of 

Aquila technology.  

 

3.3 Method of Sampling and Data Collection 
 

The target population of this essay cut across the transporters of petroleum prod-

ucts under the auspices of the National Association of Road Transport Owners 

(NARTO), Petroleum Tanker Drivers Union and National Union of Road 

Transport Workers (NURTW), staff of the Petroleum Equalization Fund Manage-

ment Board (PEFMB) and the Independent Petroleum Marketers Association of 

Nigeria (IPMAN). Random sampling technique was adopted in selecting respond-
ents from a population of about one hundred and ninety-eight (198) for the survey. 

A total of one hundred and forty (140) questionnaires; representing about 70% of 

the population, were administered on the target population. Another thirty (30) 

respondents representing about 12.63% of the population were interviewed. How-

ever, one hundred and fifteen (115) of the questionnaire representing about 82.5% 

retrieval ratio was recorded. 

      The inclusion criteria followed the focus and technicalities of the research 

questions. Questions were targeted at the Operations and the Information and Com-

munication Technology (ICT) Departments of PEF(M)B. Other stakeholders like 

IPMAN, NARTO, NURTW and Petroleum Tanker Drivers Union were included 

because they were beneficiaries of the output of Aquila technology. Data analysis 

was performed using Microsoft Excel. 
      The tool was given to seven (7) Subject Matter Experts (SME) drawn from 

PEF(M)B and academics to answer the question and validate the content. The re-

sult of validation revealed that five (5) of the experts in the panel answered ―yes, 

relevant‖ with minor recommendations. Their views were respected and imple-

mented before the production of the final research tool.  
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4. Results 
  
4.1 Result on the Role of Aquila Data in Transforming the Settlement of 
Marketer's Claim 

Fig. 1: Role of Aquila Data in the Innovation of the Settlement of Marketer's Claim 
 
4.2 Result on the Relevance of Data Gathered through Aquila on Tasks in 

PEF (M) B 

Table 1: Relevance of Data Gathered through Aquila on Tasks in PEF (M) B 

Fig. 2: Gap Analysis of Aquila Business Solution 

 

0

20

40

60

80
Acceptance of Aquila

Training needs on Aquila

Aquila changed payment 

process

Aquila provides for 

transparency

Aquila promoted a 

healthy working 

environment 

Development of Aquila 
software by ICT and OPs

SA A UD D SD

S/

N STATEMENT SA A U D SD 

  %F %F %F %F %F 

1 The data captured by Aquila has helped  OPS in 
planning  

36.61 35.27 3.13 6.25 18.75 

2 Aquila was developed using the WBS of the 
OPS 

50.69 49.31 0.00 0.00 0.00 

3 Data gathered on Aquila has positive impact on 
job efficacy  

59.69 26.02 7.14 7.14 0.00 

4 Data on every transaction is captured on Aquila 
database 

53.92 26.73 3.23 12.9
0 

3.23 

5 Aquila bid data capturing capacity 57.64 21.67 17.2
4 

0.00 3.45 

6 Aquila made effective data management possi-
ble  

70.05 29.95 0.00 0.00 0.00 

7 Most staff of OPS lacked skills to explore Aqui-
la  

9.05 7.62 13.3
3 

56.6
7 

13.33 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 30 

 
 

5. Discussion   
 

5.1 Impacts of Aquila Technology on Innovating the Operations of PEF(M)B 
 

Aquila technology has obviously made some positive impact on the operations of 

the Operations Department and by extension the job of PEF(M)B. This is evi-

denced in Figure 1, as an overwhelming 70.05% and about 29.95% of respondents 

settled for an opinion that the business solution has made data management more 
effective hence it has changed the payment process in PEF(M)B. To this end, it is 

suggested that training and re-training of officers be done regularly in the areas of 

using the Aquila technology to proffer swifter responses to issues of marketers‘ 

claims payment process. It was observed that there was weak synergy between the 

developers of the Aquila data extraction platform and the Operations Department 

of PEF(M)B. Aligning with above observation are about 47.78% and 38.42% like-

minded to this proposition. This may be hinged of the local content development 

policy of the government, hence bulk of the design of the software was developed 

by a staff of PEF(M)B. This argument was supported by Abubakar, et al, (2015) 

and is in tandem with the report of the Equalizer (2012).  

      The implication of this outcome also is that with adequate training of officers 
in the Operations Department of the understudied Board, schedules of officers can 

be innovatively discharged. It is also crystal clear from Figure 1 that the solution 

has improved the transparency of the payment system. It is believed that this is a 

pointer to sustainability of the project, as it gains better acceptability from relevant 

stakeholders. Apparently, Aquila has eliminated sharp practices by reducing num-

ber of human interference in operations of PEF(M)B, hence it has succeeded in 

managing the payment process better, especially when juxtaposed with the hitherto 

manual process of settling claims by the Board.  
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      On the volume of data retrievable by the Aquila, about 48% of respondents 

agreed that all transactions passing through designated tagging depots across Nige-

ria were fully captured. Such a huge data is extracted at regular intervals for in-

formed and evidence based decisions to be made. However, Table 1 revealed that 

about 17.24% finds it difficult to decide if Aquila has the capacity to capture volu-
minous data as may be required in the operations of PEF(M)B. The consequence of 

this outcome on the impact made by the business solution is that the acclaimed 

success must be consolidated to ensure the required improvement on the ease of 

performing tasks in the Operations Department is strengthened. 

      Apparently, knowledge management and human capacity development pro-

mote a healthy working environment. The duo were promoted by the introduction 

of Aquila in the operations of PEF(M)B. This assertion is sequel to the sustainable 

prospect when about 36.61% of respondents strongly agreed and another 35.27% 

agreed respectively that planning of logistics has been better since data is fast as-

sessable by the Operations Department when needed to process payment of mar-

keters‘ claims. The interview revealed there is need for improvement on the level 

of privileges administered to officers of the Operations Department by the ICT 
Department to allow the Operations Department access information as and when 

needed.  

      Another challenge of the technology is the level of privileges availed to ICT 

personnel, which stakeholders dread may be compromised if not checkmated. We 

argued that if secured privileges are extended to the Operations Department, then 

the bar of security is raised and porous pots closed against unnecessary intruders 

from the ICT Department, the technology will be more secured and this will im-

prove on the transparency and the confidence accorded the operations of PEF(M)B.  

      Much as the technology has enjoyed support from stakeholders, the issue of 

product diversion remains a challenge. In Figure 2, about 37% of respondents 

strongly agree and another 25.12% agree respectively that product diversion has 
not being addressed in Aquila. We also gathered from the interview conducted that 

since the technology can only access information at the loading and discharge de-

pots, the monitoring of the content of the truck, location or visibility of the product 

and truck; challenges earlier identified by Supply Chain Management (SCM) fol-

lowing Abubakar, et al, (2015) are germane to the success of the technology. On 

this basis, the gap to be covered by project Aquila II widens with time, since Dun-

can and Yossi (2004) orated the possibility of deploying the technology to tracking 

of truck and products. This survey further strengthened the claim of Olamade, et al, 

(2014) that visibility is the topmost among other challenges facing supply chain 

managers. 

 

5.2 Pre and Post Implementation of Aquila Technology 
 

We defined gap analysis in this context to involve the comparison of actual perfor-

mance with potential, designed or desired performance. It provides a footing for 

measuring investment of resources against expected outcome (e.g. to turn the 

claims payment process from paper-based to paperless with the use of Aquila busi-

ness solution).  
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The result revealed over 50.69% strongly agrees that the business solution has re-

duced complaints on the operations of the Board by about 80%. This is a pointer to 

the level of acceptability and popularity the solution has enjoyed since inception. 

The result also supported the findings of Abubakar, et al., (2015).  From Figure 2 

90% agree that the addition of Aquila tagging Centres in Kaduna, Lagos, Ibadan 
and Enugu has made the solution achieve about 90% coverage of marketers. De-

ductible here is the possibility of increase in the volume of data generated through 

the Aquila Platform over time. While it is argued that this will give room for quali-

tative decision making, handling such data poses even more challenges as proposed 

in Baaziz and Quoniam (2014).   

      While conducting a gap analysis, it was revealed that the pre implementation 

anticipated performance of Aquila technology was realized. This position was also 

supported by about 78% of respondents who claimed the solution has achieved 

about 70% success. About 19% ranked low that the system has achieved less than 

60% of the expected outcome. Although stakeholders are yawning for improve-

ment as the issue of product diversion remains an impediment to Just-In-Time de-

livery of petroleum products across the country. 
      It was also discovered that the pre Aquila era, for instance, between year 2000 

to 2006 was characterized by cumbersome, falsified and shady practices, hence the 

process of preparation of marketer‘s claims was potholed and inaccurate. This 

claim was supported by 55% ranking above average on the one hand. On the other 

hand, 24% ranked the process and operations of PEF(M)B was faring well even 

amidst irregularities and difficulties officers were subjected to during assessment 

and preparation of marketers‘ claims. This paper claimed that Aquila has changed 

the face of the Board internally and externally. Deducible from this survey also is 

that the wealth of experience of the respondents that has been brought to bear, 

since about 33% have about 12-17 years experience.  To consolidate this argument, 

on the gap analysis between expected outcome and obtained deliverable, about 
78% of respondents agree that the business solution has played a leading role dur-

ing the periods under review. The benefit of good teamwork was further estab-

lished as has being enjoyed by the Aquila implementation team. We therefore ar-

gued the sustainability of every system is hinged on the quantum of human capital 

development built around it.  

 

6. Conclusion 
 

Aquila technology is a data extraction platform designed exclusively for the pur-

pose of pooling data at both loading and discharging depots in Nigeria for the pur-

pose of facilitating the process of making payments to marketers in compliance 

with the PEF(M)B mandate of equalizing the price of white petroleum products 
across board. The intent of this paper was to appraise the impact of the data pool 

through the Aquila technology platform on innovation capability of the operations 

in the understudied Board. Responses were fetched on the relevance of data gath-

ered through the Aquila platform on swiftness of tasks delivery in the operations 

department of PEF(M)B. The survey which adopted a blend of the random sam-

pling techniques and the NTCS gathered that the place of data in transforming the 
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process of settling of marketers‘ claims can never be over emphasized, since such 

data empower the officers in the Operations Department to facilitate payments just-

in-time. It was also observed during the gap analysis that the development of Aqui-

la technology has created a clean and transparent system to the operations of the 

Board. The system may not be perfect, but it has largely exceeded stakeholders‘ 
expectations. To gain stakeholders support, the need for teamwork and robust hu-

man capital development was underscored as enjoined by the local content policy, 

hence the contributions enjoyed by the business solution from staff of the Opera-

tions and the ICT Departments can be sustainable.  

      The paper put forward the need for a better cyber security policy in order to 

regulate levels of privileges given to the ICT personnel. The data capturing at both 

loading and discharging points should also be galvanized with product movement 

chips or trackers to eliminate the challenges of visibility and diversion of products. 

In addition, the paper proposes immediate commencement of Aquila II as a solu-

tion to the aforementioned challenges which should be anchored on a strategic im-

plementation legal framework for the sustainability of success recorded. An inno-

vative tagging should be deployed to avoid marketers abusing the process, penal-
ties for non-adherence to the modus operandi of the Aquila may be an option to 

deter saboteurs. The technology should be made more robust and interactive 

enough to allow easy transfer of tangible facts and data capturing. The areas of 

how to curb product diversion using the Aquila technology and integrating the 

technology to an e-payment system are open to further studies.   
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ABSTRACT In the recent times in Nigeria, the talk of the day has been from one national 
security issue to the other. The attacks by the Boko haram terrorist group in the northern 
region, herder-farmer clashes, kidnapping, oil pipeline vandalism and so on. The successes 
recorded by these criminal elements in Nigeria have been attributed to lack of actionable 
intelligence that would enable early detection, preventive and prediction of such terror at-
tacks and other forms of security threats to the nation. In this study, we have carefully exam-
ined the measures adopted by the Nigerian security agencies to ensure internal security, and 
have found them inadequate as they are mostly based on the traditional approach of sense 
and response to security threats. However, owing to the technological advancement globally, 

technology can be put to good use in combating terror in Nigeria. Hence, to successfully 
defeat insecurity in Nigeria, there is a need for actionable intelligence gathering for effective 
repositioning of the country‘s security system. This study seeks to highlight how big data 
analytics can be leveraged to generate investigative lead and electronically gather intelli-
gence for combating terrorism and other forms of security threats in Nigeria. The study rec-
ommends Big Data collaborative frame work for proper intelligence gathering, data analysis 
and information sharing amongst the security operatives for the purpose of efficient situa-
tional awareness and preparedness towards ensuring national security in Nigeria. This will 

enhance transcending from reactive approach to insecurity to evidence-based proactive ap-
proach aimed at nipping the act of insecurity on the bud. 
 
Keywords: National Security, Actionable Intelligence, Analytics, Big Data, Intelligence 
Gathering 

 
 
1. Introduction  
 
According to Olajide (2015), a secured and safe environment is the desire of any 

nation that strives to harness its full potentials towards attaining economic develop-
ment and improving the lives of its citizens. To this end, nations adopt several 

measures such as use of technology to gather intelligence on potential threats to-

wards safeguarding the lives and properties of its citizenry. The application of 

technology in intelligence gathering is vast across the world. Osiah (2015) reveals 

that in most countries of the world, effective application of technology in intelli-

gence has enhanced national security. For example, 75 per cent of former Union of 
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Soviet Socialist Republics (USSR) satellites were dedicated to missions including 

intelligence collection, geodesy, communication relay, weather and radar calibra-

tion. An important part of technology application in intelligence gathering is to 

offer response that is proactive to enemy intent so as to safeguard the sovereignty 

of state, prevent individual and groups from critical pervasive threats that under-
mine national security (Olajide, pg 20, 2015). 

      In the USA, after the terrorist attacks of 11 September 2001, the USA em-

ployed extensively the use of satellite and drone technology for intelligence acqui-

sition against al-Qaeda leaders in Afghanistan, Pakistan and Yemen among others.  

These efforts yielded fruit with the killing of Osama bin Laden and 5 others in Ab-

bottabad, Pakistan on the 2 May 2011. To hunt bin Laden, the USA Central Intelli-

gence Agency (CIA) in addition to the satellites, flew an advanced Stealth Drone, 

the RQ-150, over Pakistan to eavesdrop on electronic transmissions.  The CIA also 

was able to penetrate guarded communications among al-Qaeda operatives by 

tracking calls from their mobile phones. Also, pinpointing the geographical loca-

tion of one of the phones to the compound in Abbottabad, Pakistan, where other 

evidence suggested Bin Laden was hiding. These feats achieved with the applica-
tion of technology in intelligence disrupt the operation of al-Qaeda worldwide 

thereby enhancing the national security of the USA as recorded by Olajide (2015). 

Such a remarkable success is achievable in Nigeria with the help of an actionable 

intelligence tool that relies on technology to improve intelligence by identifying 

and predicting potential threats and crimes before they occur as well as preventing 

them from occurring, finding critical security information faster, enabling infor-

mation sharing and collaboration between investigative organizations.  Fortunately, 

the evolution of smart technologies and ICT tools, such as unmanned aerial vehi-

cles, surveillance drones and satellite reconnaissance for border security could gen-

erate intelligent data, which when analyzed would produce actionable intelligence 

upon which security operatives could take action. The data gathered via this smart 
weaponry, and electronic intelligence demonstrates the potential of technology to 

tip the scales of terrorism and other forms of security threats in Nigeria. It could 

also mitigate, if not entirely negate the manpower deficit that has so far crippled 

border policing in Nigeria (Chris, 2015).   

      There is a need for a tool that could maximize the exponential data growth in 

Nigeria by combining vast stores of structured and unstructured historical security 

data from various sources, aggregate and analyze the aggregated data to create a 

complete, holistic view of an entity or situation. This will provide investigators 

with highly accurate, real-time identity, location and relationship insights and intel-

ligence about targets, areas of interest and patterns of life. 

      In Nigeria, the fast advancement of Information Communication and Technolo-

gy (ICT) suggests that the efficient use of ICT means to gather intelligence used to 
detect and defeat or avoid threats could guarantee national security. The NCC 

monthly Subscriber Statictics (August 2014) suggests that the deregulation of the 

mobile phone market in Nigeria over a decade ago has led to the introduction of 

Global System for Mobile communications (GSM). Nigeria has the largest mobile 

market in the African continent with over 90 percent of individuals and corporate 

organizations relying completely on the mobile industry for their day-to-day trans-
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actions. This has impacted positively on the country‘s GDP too. The statistics from 

National Communication Commission (NCC), the Nigerian telecommunication 

regulator put the teledensity in Nigeria at 94.4 percent in August, 2014 and active 

lines at 133 million subscribers in a country of about 160 million populations ac-

cording to NCC monthly subscriber statistics (August 2014). A direct result of this 
growth is the generation of quintillion bytes of user and network-related data in the 

country. These huge data sets contain the footprints of users, which include the 

criminals; it can therefore be put to good use in ensuring national security. Addi-

tionally, we now live in a global world where almost every day activities have been 

digitalized creating room for fast generation of large volume of data every second.  

In the last 2 years, we‘ve created more data than in the history of mankind. And the 

variety of data sources is evolving—transaction data, mobile phone data, social 

media chatter, telemetry, and on and on. There are needles in that haystack, and 

finding them depends on the ability of public safety organizations to apply analyt-

ics to find patterns that can lead to an interdiction before disaster strikes. It is on 

this premise that the idea of leveraging on this large volume of data as a means of 

proactively detecting and preventing threats evolved (Grant, p34, 2014). 
      According to KDnuggets (2016), human beings now create 2.5 quintillion bytes 

of data per day. The rate of data creation has increased so much that 90% of the 

data in the world today has been created in the last two years alone. This accelera-

tion in the production of information has created a need for new technologies to 

analyze massive data sets for the purpose of better decision making in terms of 

guaranteeing national security. 

      Presently, there is an urgent need for collaborative research on Big Data field 

as underscored by the U.S. federal government following the recent release of $200 

million funding initiative to support Big Data research in the U.S. (KDnuggets, 

2016). In many places across the globe also, information technology has been 

adopted to combat the problem of terrorism, insecurity and uproar Big data has 
great potential to predict crime, crime hot spots and criminals. (Akinode et al, 

2013). KDnuggets (2016) defines Big Data as a large-scale information manage-

ment and analysis technologies that exceed the capability of traditional data pro-

cessing technologies. Big Data is differentiated from traditional technologies in 

three ways: the amount of data (volume), the rate of data generation and transmis-

sion (velocity), and the types of structured and unstructured data (variety). Analys-

ing so many different criteria over the entire population is done with Big Data tech-

nologies and algorithms. Miller et al (2012) buttressed further that the term Big 

Data has a variety of definitions and has been used in a variety of contexts. It is a 

term that is used to describe data that is high volume, high velocity, and/or high 

variety; requires new technologies and techniques to capture, store and analyze and 

is used to enhance decision making, provide insight, discovery, support, and opti-
mize processes.  

      Data volumes are growing exponentially and there are many reasons for this 

growth, including the creation of most data in digital form, proliferation of data 

sensors and new data sources such as high-resolution image and video  

Mark (2015) estimates that there are approximately 100 million security cameras 

worldwide at the moment and this continue growing as the years go by. These 
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cameras are used to control important economic areas/buildings/highways/events 

and smart cameras can be used to notify organizations in real-time when a security 

breach is noticed. Mark (2015) reveals that IP cameras that are directly connected 

to the internet account for approximately 60% of all sales in 2016 and the percent-

age of HD security cameras will grow to 50% in the nearest future. All these high-
definition IP cameras will generate massive amounts of data that can be automati-

cally analysed with the right Big Data tools. This will enhance detection and defeat 

or prevention of threats or attacks. In many places across the globe, information 

technology has been adopted to combat the problem of terrorism, insecurity and 

uproar. Big data has great potential to predict crime, crime hot spots and criminals. 

Like everyone else, terrorists, leave digital traces with much of what they do, 

whether using e-mail, cell phones or credit cards. This data can be mined and used 

in fighting them. (Akinode et al 2012). Big Data is relevant to Nigeria due to the 

vast amount, variety, complexity and variability of data produced in the country.  

(Hopkins and Evelson 2011)  In 2012, the World Economic Forum identified Big 

Data as a very powerful tool for public safety and national security. A Beckstrom, 

President and Chief Executive Officer of the Internet Corporation for Assigned 
Names and Numbers (ICANN), during the World Economic Forum in 2012. In the 

coming years we will see a massive increase in the use of Big Data tools by gov-

ernments to increase national security (Rajkumar, 2016). The usage of Big Data 

tools to secure organisations, prevent crimes and ensure national security  

 

2.0 Literature Review 
 

2.1 National Security  
 

The concept of national security started in the United States after World War II. 

Initially focusing on military might, it now encompasses a broad range of facets, 
all of which impinge on the non-military or economic security of the nation and the 

values espoused by the national society (Romm, pg 56, 1993). Accordingly, in 

order to possess national security, a nation needs to possess economic security, 

energy security, environmental security, etc. Security threats involve not only con-

ventional foes such as other nation-states but also non-state actors such as violent 

non-state actors, narcotic cartels, multinational corporations and non-governmental 

organizations; some authorities include natural disasters and events causing severe 

environmental damage in this category. Fahey (2010) highlights the major national 

security missions to include but not limited to Conventional Military Defense 

(CMD), Counter Nuclear Proliferation (CNP), Counter Chemical/Biological Weap-

on of Mass Destruction (WMD), Counter Terrorism (CT), Cyber Security (CS), 

Counter Intelligence and Counter Narcotics.  

 

2.2 Big Data in Public Safety and Crowd Control 
 

Mark (2015) outlines the main areas that Big Data can affect and improve security 

in the coming years to include but not limited to public safety and crowed control. 

Verizon (2010) opines that national security can be realized through public safety 
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which is a sole responsibility of the government, to ensure that civilians are secure 

and especially during large events. Different tools can be used to achieve public 

safety to ensure effective crowd management in an event which involves large 

crowd. One of the best of these tools is Big Data solution. It could be used to con-

trol crowds and keep events safe by using it to monitor the movement of the crowd 
during an event, to prevent too many people at one place and therefore prevent 

disasters such as the Love Parade disaster in Germany in 2010 (Hastie et al, 2009) 

 

2.3 Big Data Analytics for Organizational Security 

 

Mark (2015) affirms that organizations are swimming in security data which or-

ganizations can maximize for their advantage. In a panel of discussion at the 2012 

RSA Conference in San Francisco, Ramin Safai, chief information security officer 

at Jefferies & Co., said his investment bank with 5,000 employees captures 25GB 

of security-related data every day. Hidden in the 25GB, they usually find 50 mat-
ters to examine more closely, 2 of which end up demanding demand real attention. 

According to a whitepaper by EMC, 47% of the enterprises collect, process and 

analyse more than 6 TB of security data on a monthly basis. Big Data impacts or-

ganisational security on three different themes (Mark, 2015): 

 

 Big data analytics can be used to ensure employees‘ security as well as in 

detecting fraud or criminal activities and monitor risks among the employ-

ees of an organisation. Especially within large corporations, it is difficult to 

monitor all employees‘ actions, but with the right Big Data tools, organisa-

tions can watch employees without infringing on their privacy. Big data 

analytic tools can analyse full text emails or scrape communication channels 

and look for anomalies or patterns that indicate fraudulent actions. Only 

when the tool indicates an issue needs real attention, managers could dive 
into it to take necessary action. After all, organisations do want to protect 

their (intelligent) property and prevent an aggrieved employee to make sen-

sitive data public for example. 

 Big data mining could be used to prevent fraudulent actions by customers. 

Criminals always try to cheat and to make money or receive services with-

out paying for it. Examples include insurance fraud, tax fraud or unemploy-

ment benefit fraud. With Big Data, organizations can prevent, predict, iden-

tify, investigate, report and monitor attempts at insurance fraud regardless 

of line of business and it can be done automatically. Using massive amounts 

of historical data they can determine what is normal and what is not and 

match that with actions happening in real-time. In combination with pattern 

analytics it can help identify outliers that require (immediate) action. This 

fraud-prevention industry is huge. The Insurance Information Insti-
tute estimated that insurance fraud accounts for $30 billion in annual losses 

in the USA alone (Mark, 2015). 

 Big data Analytics could prevent organisations from being hacked by crimi-

nals who are after sensitive data such as credit card information, bank ac-
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counts, passwords or who want to steal digital money. There has been a lot 

of news recently about organisations such as Facebook, LinkedIn and 

Evernote that were hacked and where massive amounts of passwords were 

stolen. With the right Big Data tools, organisations can much better detect 

abnormalities on the network or find intruders that are not allowed. Organi-
sations should create an intelligence-driven security model that incorporates 

a 360-degrees view of the organisation and all risks that the organisation 

faces. Together with the right Security Information and Event Management 

(SIEM) solutions to provide real-time analysis of security alerts generated 

by network hardware and applications. Social media analysis is a great tool 

to do this and it is taking a ever-increasing role in crowd control. Govern-

ments worldwide use different Twitter analysing tools to scan and analyse 

tweets for security threats and will take action accordingly. A good example 

of a tool developed by the Dutch government in conjunction with control 

the crowd during a large event in December 2012 in The Netherlands 

(Mark, 2015). 

 
2.4 Big Data and Deep Learning 
 

Big Data and Deep Learning are two major trends that will impact and influence 

the future of data science. The exponential growth and wide availability of digital 

data offer great potentials and also bring new challenges in various disciplines. 

Harnessing the power of Big Data is not an ordinary task. Also, deep learning is a 

fast-growing field and one of the most promising methods for data analytics. It has 

been successfully applied to a wide range of application domains such as speech 

recognition, computer vision, natural language processing, and analytics for large-

scale business data. To take advantage of the unprecedented scale of big data, de-

velopments in deep learning that can scale up are urgently needed (Mark, 2015). 
 

2.5 Big Data Real Time Analytics for Counter Terrorism 
 

(Akinode et al, 2013) In this age of big data, as this data is generated by people in 

real time, it can be analyzed in real time by high performance computing networks, 

thus creating a potential for improved decision making and insight. The idea of 

analyzing the data while it is generated is to allow the data to speak for itself, thus 

bringing out not just the obvious correlations and connections, but the unexpected 

ones as well. In other words, it is a systematic way of identifying and gathering 

footprints or traces of activities of an object of interest from a huge mound of data. 

The tracking of terrorist group can be achieved through analyzing the data generat-

ed from their activities, which left traces via phone calls, e-mails, videos, images, 
click-streams, logs from various said networks and telecommunication lines and 

facilities. Akinode et al (2013) affirms that identifying and understanding the full 

portfolio of issues facing the nation with the view of enhancing national security is 

possible through Big Data analytics. Not all data must be of the highest quality. 

The quality of the data will depend on (Akinode et al, 2013): 

 The purpose of its use,  
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 The magnitude of related outcomes and potential resource investment to 

achievehese outcomes,  

 The time to effect or time to impact of an issue, and   

 The level of reliance and criticality to national strategy and operation. 

 

On the road map for getting started with big data for Nigerian security agencies, 

Nwaga et al (2015) maintains that the world currently generates a huge volume of 

data. The capacities to store broadcast and compute this information continues to 

grow exponentially, with one estimate suggesting that the installed capacity to 

store information would reach 2.5 Zettabytes in 2012. International Data Corpora-
tion research suggests that the world‘s digital information is doubling every two 

years and will increase by fifty times between 2011 and 2020, according to. Terror-

ist across different jurisdictions heavily utilize modern transportation and commu-

nication Systems for relocation, propaganda, recruitment and communication pur-

poses (Nwaga et al, 2015). The basic premise is that terrorist networks can be eval-

uated using transaction-based models. This type of model does not rely solely on 

the content of the information gathered, but more on the significant links between 

data (people, places and objects) that appear to be suspicious (Akinode etal, 2013). 

How to trace the dynamic evolution, communication and movement of terrorist 

groups across different jurisdiction in Nigeria and how to analyze and predict ter-

rorists activities, associations, and threats becomes an urgent and challenging is-
sue . Many terror-related groups use the web as a convenient, anonymous commu-

nication infrastructure. This infrastructure enables an exchange of information and 

propagation of ideas to active and potential terrorists. The part of the web used for 

such illegitimate and malicious purposes is referred to as Dark web. 

 

2.6 Big Data Analytics for Network Security 
 

According to the author in Girau and Wang (2012), Big Data analysis is a suitable 

approach to network security, to protect the network against advanced persistent 

threat (APT). APT attacks target organizations in sectors with high-value infor-

mation, such as national defense, manufacturing and the financial industry. A chal-

lenge in detecting APTs is the massive amount of data to sift through in search of 
anomalies. The data comes from an ever-increasing number of diverse information 

sources that have to be audited. This massive volume of data makes the detection 

task look like searching for a needle in a haystack. In looking at the experimenta-

tion of Big data analytics in security, Girau and Wang (2012) noted that the World-

wide Intelligence Network Environment (WINE) provides a platform for conduct-

ing data analysis at scale, using field data collected at Symantec (e.g., anti-virus 

telemetry and file downloads), and promotes rigorous experimental methods.  

 

2.7 Divers Applications of Big Data Mining 
 

According to Rajkumar (2016), Big Data makes use of data mining technology to 
make intelligent decision: Data Mining is primarily used today by companies with 

a strong consumer focus — retail, financial, communication, and marketing organi-
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zations, to ―drill down‖ into their transactional data and determine pricing, custom-

er preferences and product positioning, impact on sales, customer satisfaction and 

corporate profits. With data mining, a retailer can use point-of-sale records of cus-

tomer purchases to develop products and promotions to appeal to specific customer 

segments. Rajkumar (2016) outlines 14 other important areas where data mining is 
widely used: 

 

Future Healthcare: Data mining holds great potential to improve health systems. 

It uses data and analytics to identify best practices that improve care and reduce 

costs.  

 

Education: There is a new emerging field, called Educational Data Mining, con-

cerns with developing methods that discover knowledge from data originating from 

educational Environments. 

 

Customer Relationship Management (CRM): CRM is all about acquiring and 

retaining customers, also improving customers‘ loyalty and implementing custom-
er focused strategies.  

 

Fraud Detection: Billions of dollars have been lost to the action of frauds. Tradi-

tional methods of fraud detection are time consuming and complex. Data mining 

aids in providing meaningful patterns and turning data into information.  

 

Intrusion Detection: Any action that will compromise the integrity and confidenti-

ality of a resource is an intrusion. The defensive measures to avoid an intrusion 

includes user authentication, avoid programming errors, and information protec-

tion. Data mining can help improve intrusion detection by adding a level of focus 

to anomaly detection.  
 

Lie Detection: Apprehending a criminal is easy whereas bringing out the truth 

from him is difficult. Law enforcement can use mining techniques to investigate 

crimes, monitor communication of suspected terrorists. This filed includes text 

mining also. 

  

Customer Segmentation: Traditional market research may help us to segment cus-

tomers but data mining goes in deep and increases market effectiveness. Data min-

ing aids in aligning the customers into a distinct segment and can tailor the needs 

according to the customers. Market is always about retaining the customers.  

 

Financial Banking: Data mining can contribute to solving business problems in 
banking and finance by finding patterns, causalities, and correlations in business 

information and market prices that are not immediately apparent to managers be-

cause the volume of data is too large or is generated too quickly to screen by ex-

perts. The managers may find this information for better segmenting, targeting, 

acquiring, retaining and maintaining a profitable customer. 
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Corporate Surveillance: Corporate surveillance is the monitoring of a person or 

group‘s behavior by a corporation. The data collected is most often used for mar 

keting purposes or sold to other corporations, but is also regularly shared with gov-

ernment agencies.  

 
Research Analysis: History shows that we have witnessed revolutionary changes 

in research. Data mining is helpful in data cleaning, data pre-processing and inte-

gration of databases.  

 

Criminal Investigation: Criminology is a process that aims to identify crime char-

acteristics. Actually crime analysis includes exploring and detecting crimes and 

their relationships with criminals. The high volume of crime datasets and also the 

complexity of relationships between these kinds of data have made criminology an 

appropriate field for applying data mining techniques.  

 

Bio Informatics: Data Mining approaches seem ideally suited for Bioinformatics, 

since it is data-rich. Mining biological data helps to extract useful knowledge from 
massive datasets gathered in biology, and in other related life sciences areas such 

as medicine and neuroscience.  

 

The need to analyse and leverage trend data collected by businesses is one of the 

main drivers for Big Data analysis tools. Advanced analytics solution requires sev-

eral interacting design steps as stated by Murrow (2013). These underlying steps 

are reflected in the notional information flow.  

 

2.8 Big Data Potentials for Defence and Public Sector 
 

According to Neil and Bill (2013) Big Data potentially underpins substantial im-
provements in efficiency in the public sector, an analysis borne out by that of the 

Policy Exchange think tank. McKinsey identifies five categories of Big Data levers 

for the public sector: 

 

 Creating transparency to make data more accessible, allow agencies to share 

data and minimize the repeat entry of data. 

 Enabling experimentation through which to discover requirements, expose 

variability and improve performance. Big Data analytics can reveal wide 

variations in performance within agencies that are not visible in the highly 

aggregated analyses carried out by conventional means. Big Data also offers 

the opportunity for predictive analysis. By examining the relationships em-

bedded in large datasets it is possible to build a new generation of models 

describing likely future evolution. These can be combined with scenario 

planning to develop predictions for how systems will respond to policy 

choices or other decisions. 

 Replacing or supporting human decision-making with automated algo-
rithms. Such techniques can often reveal anomalies contained in large da-

tasets when compared to historical data and are applicable to counter-
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terrorism and other police, security and defence intelligence scenarios. Al-

gorithms ‗crawl‘ through data sources identifying inconsistencies, errors 

and fraud. 

 Segmenting population groups to allow targeted and tailored action plans. 

 Innovating new business models, products and services. 

 

These categories have been developed around tax and labour agencies, but McKin-

sey asserts that ‗their use can be just as relevant to other parts of the public sector‘. 
McKinsey‘s models are founded on exploiting the mass of data existing in a citizen

-facing department. Their application to the defence sector will not necessarily be 

straight forward in all cases. However, those regarding transparency, experimenta-

tion and decision support do potentially fit the security model. 

 

2.7 Processing Procedure of Big Data Analytics 
 

The notional information flow (NIF) is also called information supply chain (ISC). 

This is a five-step underlying flow, representing the data processing design to bring 

the analytics visualization and specific insights of the given data (program). These 

five steps are: 

 
1. Understanding source and data applications: this represents the first stage of 

deciding what data needs to be acquired and where it is going to be acquired 

from.  

2. Data preparation: this is a stage of data filtering, cleansing and validation. 

3. Data transformation and metadata repository: this is a critical step to prepar-

ing data for analysis by aggregating different data types and applying a 

structural format. This is where relevance is given to different data sets, 

even if they are seemingly unrelated data sets.  

4. Business intelligence and decision support: this is the actual analytics stage, 

where statistics, algorithms, simulations and fuzzy are employed.  

5. Analysts and visualization: at the end of this process, there is usually a hu-
man, the analyst, who needs to make sense of insights surfaced by the ana-

lytic engine that has run against the entirety of available data. Hopkins and 

Evelson (2011) 

 

3.0 Methodology 
 

Primary and secondary sources were used to collect data for the study. Secondary 

data entailed materials collected from published and unpublished books, journals, 

newspapers, the media etc. Primary data was equally obtained via unstructured 

Interviews with the representatives of the key security agencies in Nigeria, such as 

the Nigerian Army; the Director of Military Intelligence, the Nigerian Air force; 

the Director of Air Intelligence, the Nigerian Navy; the Director of Naval Intelli-
gence, the Nigerian Police; the Deputy Inspector General of Police Force Criminal 

Investigation Department, Nigeria Security and Civil Defence Corpse (NSCDC); 

the Commandant General, Office of National Security Adviser (ONSA), National 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 46 

Intelligence Agency (NIA); the Director General, Defence Intelligence Agency 

(DIA); the Chief of Defence Intelligence, Ministry of Defence (MOD); the Minis-

ter of Defence. Some other top officials from National Agency for Space Research 

Development Agency (NASRDA); DG NARSDA, National Communication Com-

mission (NCC), Deputy Chairman, and National Identity Management Commis-
sion were also interviewed. The reason for choosing such individuals to be inter-

viewed for this study is that they are the key officials in position of policy, opera-

tions, technology, communication, intelligence and security development in Nige-

ria. 

 

3.1 Limitations of the Study 
 

The major limitation of the study is the difficulty encountered in accessing classi-

fied information. Another major challenge is that the people interviewed handled 

the subject matter with high secrecy, owing to the secrecy involved in intelligence 

data handling, the people interviewed were not willing to open up on some certain 

security issues as they maintained that security matter is a sensitive matter. 

 

3.2 Discussions 
 

The data collected reviewed their mode of intelligence gathering and analysis, per-

ception and capacity in Big Data collaborative framework for national security in 

Nigeria. 

 

3.2.1 The Existing System 
 

The problems identified in the existing system that would be solved in the pro-

posed system include: 
 

1. Sense and response approach to security threats; the existing measures 

adopted by the Nigerian security operatives are mainly based on sense and 

response approach. This approach does not ensure public safety and na-

tional security because it is not preemptive. Many things go wrong before 

the intervention of the security agents. Often times, actions are being tak-

en when the criminal elements must have struck or in the verge of imple-

menting their plans. At this point, it becomes too late to stop them or to 

remedy the situation. 

2. Lack of a robust intelligence framework for efficient intelligence gather-

ing, analysis and sharing of information; the security agencies in Nigeria 

still depend mostly on manual and physical method of intelligence gather-
ing and analysis for their operations. The war on terrorism cannot be won 

just with arms and ammunition; we must evolve a robust frame work for 

intelligence. Also, owing to the technological advancement and in particu-

lar, ICT, technology can be put to good use in developing a robust tool in 

intelligence gathering and analysis for effectively curbing terrorism and 

other national threats in Nigeria. 
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3. Poor Collaboration between the security agencies; although efforts have 

been made to enhance collaboration between the security agencies in Ni-

geria, these efforts would yield much more fruits with stronger collabora-

tion. Intelligence gathering would not make any difference if there is no 

collaboration among all security agencies and even the citizen. It is there-
fore imperative for all security agencies in the country to intensify collab-

oration which will eventually bring to rest the issue of terrorist in the 

country. There is a need for collaborative intelligence gathering, analysis 

and information sharing between the security agencies to successfully 

defeat terror in Nigeria. 

4. Absence of actionable and real time intelligence; There is a need for ac-

tionable and real time intelligence that would guild the security decision 

makers in making decisions for effective repositioning of the country‘s 

security system. Actionable intelligence generated from big data analytics 

could guild decision makers in making right decisions towards ensuring 

National Security in Nigeria. 

5. Absence of efficient data analytic tool; Presently, most security agencies 
rely on manual data analysis in carrying out analysis on the aggregated 

security data collected to draw insight on the holistic view of the security 

situation or what to expect. The manual analysis is not robust and is based 

on trial and error method. The problem with this method is that it is error 

prone and not based on scientific approach. Also, it cannot be used for 

large volume of data like in the big data analytics. There is therefore a 

need for an effective and robust analytic tool that could be used to analyze 

large volume of security data. 

6. Lack of technical knowledge in performing automated analytics on aggre-

gated data to generate the right result upon which decision could be taken. 

The personnels require adequate training in the area of modern data ana-
lytics for efficient situational management. 

 

 

3.2.2 The Proposed System 
 

We propose a Big Data Active Security Collaborative Framework as described in 

this manner: 

 

This model advocates for a collaborative information gathering, analyzing and 

sharing system among the security agencies in Nigeria through Big Data Center. 

The framework consists of the Nigerian Defense industry, The Paramilitary Agen-

cies, Big Data Center, National Communications Commission, Nigerian Commu-
nication Satellite Limited (NIGCOMSAT) and Network Operators from Ministry 

of Information and Communication Technology. The system links all the security 

agencies to ensure effective, real time information gathering, analysis and sharing 

among the security agencies for underpinning security threats in Nigeria. The GPS 

system is greatly employed for surveillance and monitoring to generate real time 
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information. Results generated from the Big Data Center can be shared across the 

security networks to forestall any security threat in the country. 

In operational terms, the Ministry of Defense would ensure that information gener-

ated on any act of insecurity is effectively disseminated across the security net-

works. 
      In this regards, the military and paramilitary would utilize the data generated to 

track the criminals on the move. The Nigerian Communication Commission (NCC) 

tracks, monitors and regulates the network providers who provide call data, records 

etc. for analysis by the Big Data Center. The NIGCOMSAT hosts the GPS which 

ensures surveillances and efficient transmission of real time information generated 

through actionable intelligence of Big Data Center; the Ministry of Defence 

(MOD) alongside the Defence Intelligence Agency (DIA), the Directorate of Mili-

tary Intelligence (DMI) and the Nigerian Police Force Criminal Investigation and 

Intelligence Department (FCIID) coordinate the the Big Data real time active col-

laborative analytics that generates the actionable intelligence, while the ministry of 

Information and Communication Technology ensures its smooth running. 

 
4.0 Conclusion  
 

The Security Agencies in Nigeria are playing a significant role in fighting terrorism 

and its likes, and to secure the life and property of the citizenry. A lot of efforts 

have been made by the government in this regard. The security agencies are equal-

ly doing their part to ensure that the country is a safe place to be at all times. The 

Big Data mining and analytics technology will greatly enhance this effort if well 

leveraged upon. The goal of applying Big Data analytics for national security in 

Nigeria is to obtain actionable intelligence in real time through an active collabora-

tion. Big Data analytics have significant promise to national security. Hence, Nige-

ria must therefore maximize the full advantage of its huge data generation to real-
ize the true security potential of Big Data in national security.  

 

4.1 Limitations of Big Data Active Security Collaboration framework 
  

 The cost of implementation is very high; so much money is required to 

purchase and install the networking equipment that will link all the securi-

ty agencies, as well as modern intelligence and security facilities such as 

surveillance cameras, unmanned Aerial vehicles, GPS systems, very large 

data storage systems to house the data banks etc. required for analytics. 

 A very high computing network is required to efficiently operate the sys-

tem 

 Great expertise is required in data capturing, storage, and to perform ana-

lytics on aggregated data 

 The process of obtaining data for analysis involves very serious issues of 

privacy and ethics 
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4.1 Recommendations  
 

The consequences of ignoring Big Data and associated third-platform technologies 

(cloud computing, mobile devices and social media) in the defence and security 

sector could be profound, including the loss of life and operational failure. In addi-
tion, the growing legal obligation regarding human rights of personnel and stand-

ards of care when on operations could apply in the future as much to the infor-

mation provided to commanders and servicemen as it increasingly does to physical 

equipment and training. Beyond the clear moral imperative, therefore, the reputa-

tional and financial impact in an increasingly litigious society should not be ig-

nored. The authors therefore recommend that the security agencies should: 

 

  Define a collaborative Big Data work package as part of technology inno-

vation studies. This should consider a broad range of candidate technologies 

and techniques from the commercial sector that may have application to the 

areas of defence outlined above. 

 Consult widely on the responses to likely legal and ethical challenges that 

such an approach might require, particularly from a department of state se-

curity service. 

 Select two functional areas (one from the Military and one from Paramili-

tary, such as the Police) that might benefit from pilot programmes or con-
cept demonstrators, acting both to support the security operatives as a learn-

ing organization and as proofs of concept for Big Data techniques. 

 In the pilot areas, the security agencies should: Assess training and educa-

tional needs for the functional areas expected to use Big Data, covering sen-

ior management and subject-matter experts (data analysts). 

 

Initial assessment of the moral and legal issues to be addressed in any Big Data 

policy-development activity Clarify the role of industry in support of developing 

the capability, including potentially providing skilled data analysts to the reserve 

force element. 

 

Correspondence 
Ujah Bridget Chinalu  
Department of Science and Tchnology 

National Defence College Abuja, Nigeria 

Email: Bridgechi2000@yahoo.com 

 

Adejoro Conelius Onimisi  

University of Nigeria, Usukka, Nigeria 

Email: Specialcialcornel@gmail.com 

 

 

 

 

 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 50 

 

References 
 

Akinode, J.I., Alawode A.J. and Ojuawo, O.O.  (2013) ―Improving national Securi-

ty GPS  Tracking System Technology‖ proceedings of the 1st  International Tech-
nology, Education and  Environment Conference, African Society for Scientific 

Research  (ASSR) pp. 634-644. 

 

Chris Ngwodo, Nigeria‘s Unending Counter-Terrorism War, Premium Times Oc-

tober 22, 2015. 

 

Devet, C. and Goldberg, I. (2014), The best of Both Worlds: Combining Infor-

mation Theoretic and Computational PIR for Communication Efficiency. Lecture 

Notes in Computer Science (including subseries Lecture Notes in Artificial Intelli-

gence and Lecture Notes in Bioinformatics),. 

 

Fahey, S. (2010), Big Data and Analytics for National Security. The John Hopkins 
University. Applied Physics laboratory. [Online] http://web.stanford.edu/group/

mmds/slides2012/s- fahey.pdf. Retrieved 91-05-2015. 

 

Giura, P & W. Wang. (2012) Using Large Scale Distributed Computing to Unveil 

Advanced Persistent Threats. New York, NY: AT&T Security Research Center. 

 

Grant Woodward (2014). How Big Data can change the world of Public Safety. 

[Online] http://www.sas.com/en_ca/insights/articles/big-data/local/how-big-data-

changes-public-safety.html. Retrieved 21-08-2016. 

 

Hastie Trevor, Tibshirani Robert. Friedman Jerome (2009). The Elements of Statis-
tical Learning: Data Mining, Inference, and Prediction". Retrieved 10-08-2016. 

[Online] from: http://statweb.stanford.edu/~tibs/ElemStatLearn/ 

 

Hopkins, B. and Evelson, B. (2011). Promotional Webinar: Expand your Digital 

Horizon with Big Data. Forrester. [Online] http://solutions.forrester.com/Global/

FileLib/webinars/ Big_Data_Webinar.pdf. Retrieved 10-10-2016. 

 

KDnuggets (2016) Data Mining, Analytics, Big Data, Data Science and Machine 

learning. [Online] from http://www.kdnuggets.com/meetings/. Retrieved 5-05-

2016. 

 

Mark Van Rijmenam (2015), Improving Organizational and National Security with 
Big Data, [Online] https://datafloq.com/read/improving-organisational-national-

security-big-dat/220. Retrieved on 20-07-2016. 

 

Miller, S., Lucas, S., Irakliotis, L., Ruppa, M., Carlson, T. and Perlowitz, B. 

(2012). ―Demystifying Big Data: A practical Guide to Transforming the Business 

of Government‖, Washington:  Tech America Foundation.  



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 51 

Murrow, B. D. (2013). What Big Data means to you? IBM Corporation. [Online] 

http:// murrow.net/Portals/0/Publications/Brian%20Murrow%20-%20What%

20Big%20Data% 20Means%20To%20You.pdf. Retrieved on 15-7-2016. 

 

NCC Monthly subscriber statistics Report, August 2014. http://www.ncc.gov.ng; 
accessed 23-05- 2016. 

 

Neil Couch and Bill Robins, Big Data for Defence and Security. Occasional Paper, 

September 2013. 

 

Nwanga, M. E., Onwuka, E. N., Aibinu, A. M. and Ubadike, O. C. (2015) ―Impact 

of Big Data Analytics to Nigerian mobile Phone Industries‖. Paper accepted for 

publication in the proceeding of the 2015 Intl‘ conference on Industrial Engineer-

ing and Operations Management (IEOM). 

 

Olajide K (2015), Intelligence and National Security (Research Project, National 

Defence College Abuja. 

 

Óscar Marbán, Gonzalo Mariscal and Javier Segovia (2009). A Data Mining & 

Knowledge Discovery Process Model. In Data Mining and Knowledge Discovery 

in Real Life Applications. Book edited by: Julio Ponce and Adem Karahoca, ISBN 

978-3-902613-53-0, pp. 438–453, February 2009, I-Tech, Vienna, Austria. 

 

Osiah, MCM (2015), Information Management and National Security in Nigeria. 

(Research Project, National Defence College Abuja. 

 

Rajkumar, P (2016). Applications of Big Data. [Online] 

 
Romm, Joseph J. (1993). Defining national security: the nonmilitary aspects. Pew 

Project on America's Task in a Changed World (Pew Project Series). Council on 

Foreign Relations. p. 122. ISBN 978-0-87609-135-7.  

 

 

 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 52 



 
Data Mining Application in Crime Analysis and  
Classification  

 
 
OBUANDIKE GEORGINA N.   
Federal University Dutsinma, Katsina State, Nigeria 
 
JOHN  ALHASAN &  M. B. ABDULLAHI  
Federal University of Technology, Minna, Niger State, Nigeria 
 
 
ABSTRACT The analysis of crime data helps to unravel hidden trends that will aid in better 
understanding of crime pattern and the nature of those who commits such crimes. It also 

enables appropriate strategies to be put in place to control such crimes. Literature revealed 
that data mining has been successfully applied in crime analysis and control.  In this work 
the crime data used was collected from selected Nigerian prisons. Exploratory analysis was 
performed on the crime data for better insight into the dataset before application of data 
mining algorithms. The exploratory analyses revealed that majority of the offenders are 
within the ages of 18 to 34 years old. The mining algorithm was limited to two classification 
algorithms. C4.5 algorithm was used to classify the data into vulnerable and non vulnerable 
groups. To verify the reliability of the C4.5 algorithm, Naïve Bayes algorithm was also used 
to classify the dataset. The result showed that C4.5 classified the data better with higher 

accuracy of 97% against 93% from Naïve Bayes. The rule generated by the C4.5 classifier 
revealed that those without educational qualification and not gainfully employed are the 
vulnerable groups. The authors are of the opinion that education is the way out of crime in 
Nigeria since most of the offenders either have low educational qualification or none. 
 
Keywords: Data Mining, Crime Analysis, Naïve Bayesian, Tree Classifier 
 

 

1. Introduction 
 

Crime is a societal ill and its cost is usually enormous hence, the need for analysis 

of crime data to learn the factors that enhances crime and the nature of offenders 

(Wilson, 1963; Brown, 2003). Many people desire to live and operate in a secure 

environment; they want to be sure that their lives and that of their loved ones are 

secured. The main duty of any Government is to secure the lives and properties of 

its citizens through relevant policies and strategies.  Nigeria is currently having 
serious security challenges ranging from the Boko Haram attacks in the North-East 

to armed robbery and kidnapping in other parts of the country. Data mining has 

gained recognition in crime analysis (Jawei et al, 2012). It is a field that cut across 

many other fields. There are many definitions of data mining according related 

literatures (Julio and Adem, 2009). The emergence of computing and communica-

tion technology has produced a society that extremely depends on information 
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(Witten and Frank, 2000). Development in technology has helped in collection and 

storage of large amount of data in many organizations‘ database. These usually 

contain hidden information.  Most of these organizations gather these data for op-

erational purposes after which they are dumped in data repositories or even thrown 

away or deleted. This type of data when mined can help in discovering of relevant 
information which can help the organization to increase productivity and can serve 

also as essential information to the society at large. Data mining has the capability 

to unravel the information that is usually hidden in such databases. Naisbitt (1986) 

is of the opinion that we are being choked with data but lack relevant information 

because the data are not mined to get relevant information.  Data mining tools and 

algorithms are used to find relevant trends and to make necessary predictions and 

associations in data. Data mining has been successfully applied in virtually all are-

as of human endeavour which include banking, marketing, manufacturing, tele-

communication, e-commerce and education (ZaoHui and Jamie, 2005). Data min-

ing is an intelligent and potent data extraction technique that uses different types of 

data extraction algorithms. Data analysts explore large data repositories by using 

these data mining algorithms (Chen et al, 2004; Fayyad and Uthurusamy, 2002) 
      The analysis of crime data will help in cost reduction and reduction of training 

time of officer involved in crime control.   It will also help in distribution of scarce 

resources to the appropriate quarters (Megaputer, 2002). The rest of the sections 

discussed about data mining techniques, data mining process; classification of the 

crime data using two popular classifiers and discussion of results. 

 

2. Classification Techniques for Crime Analysis 

 

Classification 
 
Classification is a technique used to predict an unknown class label using a func-

tion. Classification as a method comes in two steps, the number one step involves 

the construction of the classification model (model training) while the second step 

involve using the model to predict class labels.  An instance  of an m-

dimensional attribute vector can be represented as  each i

nstance belongs to a class of determined attributes 

. When an attribute class is discrete value or unor-

dered, it is said to be a categorical or nominal attribute and it serves as the category 

or fields of the records. The records that are used for the construction of the classi-

fication model is usually trainers and is portioned out from the dataset being used 

for analysis. The training model can be represented as a function  which 

represents the used fields  of a g iven record  (Jawei  et al, 

2012).  
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C4.5 Classifier 
 
It is a statistical classifier that is used to create a decision tree. It is carved out from 

ID3 method to overcome its methodological challenges by pruning the decision 

tree after construction and handling discrete and continuous dataset. Let be 

data set  with  dimens ional attributes  

 and  r epres ents class 

groups. At each point in the tree C4.5 algorithm usually pick an attribute that gave 

the best split of the dataset. The attribute with the highest normalized value is cho-

sen for the split and it is placed at the root of the tree.  C4.5 is a supervised learning 

method that is simple and easy to implement. It divides dataset into portions with 
different characteristics. The last leave of the tree usually depicts predictions while 

the in between nodes depicts various test on the attributes (from the root node to 

the leaf node). The normalized value is calculated using equation 1 and equation 2.  

.       

    (1) 

where 

.                              

(2) 

 

Naïve Bayes Classifier 
 
Naïve Bayes classifier is a probability based classifier and has proved its effective-

ness in many areas where it has been applied. It is fast and easy to use which made 

it popular in data mining field. Though usually criticized for its attribute independ-
ent assumptions but it still competes favourably with other higher classifiers. Naïve 

Bayes calculates the probability value and selects the class with the highest proba-

bility (Taheri et al, 2014). It is represented mathematically as shown in equation 3 

      

   (3) 

For a database with high dimension the computational cost is usually high thus the 

application of Naïve Bayes. 
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.      (4)

 
 

 
Source: Taheri et al, (2014) 

 
3. Data Mining Process Models 
 

Data mining process required following some basic outlined steps when mining 

data. These steps outline all the necessary procedures for data mining. This process 

was originally proposed by Kurgan and Musilek (2006) and since then, many other 

mining processes have been developed. One common thing about all the process 

models is that they all outline steps which usually include loops and iterations 

(Kurgan and Musilek, 2006). CRISP-DM is a popular mining methodology that is 

generally accepted by data mining experts and it is a leading methodology used by 

data miners (Kurgan and Musilek, 2006). CRISP-DM is the process model that has 

been chosen for this work.   

 

 

Naïve Bayes Algorithm 

1) Input attributes and the class of the instances 

2) Compute the posterior value for each attribute against the class 

3) Compute the value before the existing class 

4) Multiply the results from 2 and 3 for all the classes 

5) Choose the highest value as the classification 

Figure 1: CRISP-

DM Cycle  

 

Source: (Gartner 

Group, 1995) 
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4. Methodology 
 

The process followed in this research is as outlined in figure 2. The process started 

with business understanding which is all about understanding the problem domain 
and translating it to mining problem followed by the data collection stage where 

the required dataset was collected from selected Nigerian prisons. The exploratory 

analysis was done to get a better insight into the dataset before analysis. The classi-

fication stage was where the data mining proper was carried out using the two clas-

sifier namely C4.5 and Naïve Bayes classifiers. The evaluation stage is where the 

classification results from the two classifiers are discussed. 

 

 
Figure 2: Work Methodology Flowchart 
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Dataset Description 
 

The data used in this work were collected from selected Nigerian Prisons in Katsi-

na, Kano, Kaduna, Niger and Abuja.  Crime is broad term that covers range of un-
pleasant activities ranging from simple to complex. In this work crime was catego-

rized into three groups as low, average and high crimes. The data consists of five 

fields and a class attribute categorized as shown below: 

Education 

 No Education: Implies not having any educational qualification 

 Low Education: includes Primary and Secondary graduates 

 Average Education: includes ND, NCE 

 High Education: includes Degrees, PGD, MSC, MA,PhD 
Occupation 

 Unemployed: implies no work at all 

 Self Employed: includes farmers, Apprentice, traders, artisans 

 Employed: includes private employed and government employed 
Age 

 Early: ages (18 : 34) 

 Middle: ages (35 : 50) 

 Late: ages (51 : 150) 
Crime 

 Low Crime: Breach of Trust, Conspiracy, Assult 

 Average Crime: Rape, Kidnapping, Drug 

 High Crime: Homicide, Armed Robbery, Theft 
Sex 

 Male 

 Female 
Class 

 Vulnerable 

 Non Vulnerable 
 
5. Performance Measures 
 

The common measures for evaluating performance of data mining models are sen-

sitivity, relevance, specificity, kappa statistics, area curve, time and accuracy. 

Sensitivity: It is a statistics that shows the records that are correctly labelled by the 

classifier. It can be defined as:    

 
Specificity: It is simply a report of instances incorrectly labelled as correct instanc-

es; it can be defined as:     
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Precision: Simply measures exact relevant data retrieved. High precision means 
the model returns more relevant data than irrelevant data. 

 
 

Kappa: measures the relationship between classified instances and true classes. It 

usually lies between , the v alue of 1 means perfect relationship while 

0 means random guessing. 

 

Accuracy: this shows the percentage of correctly classified instances in each clas-

sification model 

 

Time: Implies time taken to perform the classification (Milan and Sunila, 2011;  

Hong etal, 2006) 

  

6. Exploratory Analysis of Crime Data 
 

In this work WEKA mining tool was applied. WEKA is a machine learning soft-

ware that has gained recognition in data mining because it implements many differ-

ent data mining algorithms and also has potent tools for data pre-processing and 

visualization. It is an open source and accepts its data in Attribute Related File For-

mat (ARFF). The sample of the converted ARFF file for this work is shown in fig-

ure 4. 
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Figure 4:  A Sample ARFF for the Crime dataset 

 

When preparing data for data mining seeing the data pictorially provides insight 

into what is happening and this insight can help improve model building. The data 

mining tool chosen for this work has the features for exploratory data analysis. The 
relative densities of the various attributes in the data set are as shown in figure 5. 

 

@relation 'Formated Prisons2-

weka.filters.unsupervised.attribute.Remove-R1-2,11-19

-weka.filters.unsupervised.attribute.Remove-R7-

weka.filters.unsupervised.attribute.Remove-R3-

weka.filters.unsupervised.attribute.Remove-R3' 
@attribute Offence {low,high,average} 
@attribute Age {early,late,middle} 
@attribute Sex {M,F,'M '} 
@attribute Edu-Qualification {low,average,NONE} 
@attribute Occupation {'Self Em-

ployed',unemployed,employed} 
@attribute Class {vulnerable,'non vulnerable'} 
@data 
low,early,M,low,'Self Employed',vulnerable 
high,early,M,average,'Self Employed',vulnerable 
low,early,M,average,'Self Employed',vulnerable 
average,early,M,low,'Self Employed',vulnerable 
average,early,M,low,'Self Employed',vulnerable 
high,early,M,average,'Self Employed',vulnerable 
average,early,M,low,'Self Employed',vulnerable 
low,early,M,low,'Self Employed',vulnerable 
high,early,M,low,'Self Employed',vulnerable 
high,early,M,low,'Self Employed',vulnerable 
low,early,M,low,'Self Employed',vulnerable 
low,early,M,average,unemployed,vulnerable 
average,late,M,NONE,employed,'non vulnerable' 
low,early,M,average,'Self Employed',vulnerable 
average,early,M,average,'Self Employed',vulnerable 
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Figure 5: Densities of Attributes in the dataset 

 

 
Figure 6: Association of  Age and Offence 
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The visualization of the relationship between the age and offence reveals that ma-

jority of the offenders are within the ages of 18 -34 (early age) and commit high 

crime. 

 

 
Figure 7: Association of Educational Qualification and Offence 

 

The visualization of the offence versus educational qualification reveals that major-

ity of the offenders have low education qualification (primary and secondary) or no 

education qualification at all and that they commit high crime and are vulnerable 

groups. 

 

 

7. Classification of Crime Dataset 
 

In this work k-Fold cross-validation method has been applied In order to ensure 

good performance of the classification model. The method was used to train and 

test the classifier. This method usually divides dataset into k folds; it trains the 

model with k-1 folds and tests the built model with the remaining k fold. It usually 

obtained k different results and takes the average to obtain the model accuracy. In 

this work, 10 fold cross validation was used. This method is better than the random 

sampling method because it takes care of the bias usually associated with random 

sampling method. The Classification was done using C4.5 classifier which is a 

decision tree classifier; Naïve Bayesian which is a probability based classifier de-
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veloped to handle categorical dataset was used for reliability test. Table 1 is the 

tabulation of the result obtained from the two classifiers using WEKA mining tool. 

 

Table 1: Tabulated Results 

 
 

The result above revealed that the C4.5 classifier has better accuracy of 97 in com-

parism to the accuracy of Naïve Bayes.  C4.5 though took more time of 1.06 se-

conds to build the model compare to 0.05 seconds taken by the Naïve Bayesian 

still handles the data better.   In terms of classifier performance using the ROC 
curve the C4.5 classifier performed comparably well against Naïve Bayes on the 

dataset.  

      ROC curve is used to visualize classifiers performance. It is usually plotted 

using sensitivity at the y axis and specificity at the x axis. If the area under the 

curve is 1, it indicates perfect prediction while 0.5 implies random guess. The areas 

under the curve for the naïve Bayesian and C4.5classifiers are close to 1 which 

indicates the classifiers performed well.  

 

8. Deductions from C4.5 Classification Tree 
 

i. Offence = high implies vulnerable 
ii. Offence = low and Education Qualification = high implies non vulnerable 

iii. Offence = low and Education Qualification = average implies non vulner-

able 

iv. Offence = low, Education Qualification = NONE, Age = early, and Sex = 

male implies vulnerable 

v. Offence = low, Education Qualification = NONE, Age = middle implies 

non vulnerable 

vi. Offence = low, Education Qualification = NONE, Age = late implies non 

vulnerable 

Evaluation 
Metrics 

NB C4.5 

Time  0.05 secs 1.06 secs 

Accuracy  93 97 

TP Rate  0.935 0.971 

FP Rate  0.067 0.027 

Kappa  0.8696 0.9409 

Precision  0.935 0.971 

Recall  0.935 0.971 

ROC curve 0.989 0.986 
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vii. Offence = low, Education Qualification = NONE, Age = early, Sex = F 

and Occupation = employed or unemployed implies vulnerable 

viii. Offence = low, Education Qualification = low, Age = middle implies non 

vulnerable 

ix. Offence = low, Education Qualification = low, Age = early and Sex = M 
implies vulnerable 

x. Offence = low, Education Qualification = low and Age = late implies non 

vulnerable 

 

9. Conclusion 
 

Data mining has the capability that makes it simple convenient and suitable for 

data extraction from large databases. It employs different mining algorithms for its 

work. Many agencies gather data for its operational purposes, such data can be 

mined to discover some relevant patterns that can aid in decision making. The anal-

ysis of crime data will help to unravel crime pattern and nature of those who com-

mits such crime so that appropriate strategies and rules will be put in place to con-
trol such crimes. The work reveals that the majority of the inmates that commit 

crime are between the ages of 18 to 34 and have low or no educational qualifica-

tion and are either self employed or not doing anything at all. The classification 

result reveals that 98 percent of these groups of people are threat to the society. 

Thus, the researchers are of the opinion that government should encourage educa-

tion and our youths should be gainfully employed. 
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ABSTRACT This paper is concerned with how National Social Security Numbering System 
can be used to control crime. A typical Social Security Number (SSN) is a 9-digit number 
configured and assigned to citizens and legal migrants of a country for the purpose of 
uniquely identifying them to aid easy administrative purposes of a country. In principle, a 
National Social Security Number can be used to track citizens, permanent residents, tempo-
rary residents, legal emigrants for the purpose of work, taxation, government benefits and 
other governmentally-related functions, health care, open a bank account, obtain a credit 
card, drive a car, facilitate payment procedures, etc. The motivation for carrying out this 

research is to checkmate an orchestration of illegal activities in the country such as insurrec-
tion, advance free fraud, white collar theft, irregularities in admissions and recruitment. This 
paper aim is to develop a security measure that will make it almost impossible to falsify 
one‘s Personal Identifiable Information (PII); Provide a unified and centralized database 
management system for the National Social Security Numbering project for the Federal 
Republic of Nigeria that will make it difficult for illegal immigrant that comes into Nigeria 
with the aim of committing crime and for Nigerians who will want to commit fraud by hid-
ing their identity. The Object Oriented System Analysis and Design Methodology 
(OOSADM) was used for the analysis, design and development of the National Social Secu-

rity Numbering system with the aid of these programming technologies: JavaScript, Cascad-
ing Style Sheet version 3, Hypertext Markup Language version 5, PHP Hypertext Pre-
Processor version 5, Asynchronous JavaScript and Extensible Markup Language (AJAX), 
PHPMyAdmin and MYSQL database server version 5.5. Performance of the system was 
evaluated with a sample of one hundred National Social Security Numbers which were ran-
domly generated and assigned to one hundred fictitious names that were assumed to have 
formally applied for NSSN by filling out a short electronic form with their Personally Iden-
tifiable Information (PII). Each NSSN was later entered into a search bar in a user graphical 

interface designed for law enforcement agents and the system was able to display a complete 
personal profile of the owner of a test NSSN. Subsequently, a search was conducted with a 
wrong NSSN and the system reported an invalid NSSN. A system that can instantly generate 
an NSSN in accordance with the proposed model following an application made for NSSN 
by citizen/immigrant has been developed and further work is ongoing.     

 

Keywords: National Social Security Number, Numbering System, Immigrant, Citi-

zen, Security 
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Introduction 
 

Nigerian governments need to assign a unique and National Social Security Num-

ber (NSSN) to each citizen of the country, and legal migrant by putting his or her 
Personally Identifiable Information (PII) on a central database as an efficient meth-

od of identification for several purposes such as: security intelligence services, 

orderly nation administration, to mention but a few. This study focuses on develop-

ing a database-driven Social Security Numbering scheme for the Federal Republic 

of Nigeria whose intent and purpose are to randomly generate and assign Social 

Security numbers to millions of existing and future generation of Nigerians for 

orderly administration and crime control using computers, tablets and phones.  

      The use of the Social Security Number (SSN) has expanded significantly since 

its inception in 1936. An SSN as it is called in the some countries is a 9-digit num-

ber consisting of a 4-digit serial number, a 2 digit year of birth indicator, and a 3-

digit number indicating the geographic area of registration. Alessandro and Ralph 

(2009). This research focuses on developing a National Social Security Numbering 
System (NSSN) that can uniquely identify each bona-fide citizen of Nigeria and 

legal migrant and hold their Personal Identifiable Information (PII) in a centralized 

database server. 

      The current attempt by the federal government of Nigeria to identify Nigerian 

citizens with their Driver‘s Licenses, National Identification Cards, Independent 

Electoral Commission (INEC) Voters Registration Cards and ECOWAS Interna-

tional Passports is characterized by the following problems: 

 

 There is no particular unified method of identifying millions of Nigerian 

citizens and migrants, and consequently, capturing their individual records 

or profiles in bits from the Driver‘s Licenses, National ID cards, Interna-

tional Passports, etc. is not comprehensive. 

 Many Nigerians do not readily have all the above mentioned means of iden-

tification, and thus, it is not easy to identify each person in the country;  

 None of these existing means of identification holds complete information 

about a citizen such as bank records, academic qualifications, cultural back-
ground information (nativity, village or town name), etc.;  

 There are some discrepancies in the Personal Identifiable Information (PII) 

entered on some of the above mentioned means of identification for some 

people owing to falsification or hoarding of information; 

 There is no unified central database anywhere in the country for official 

reference. 

 
The objectives of this project are to: 

 Develop a model for the generation of the National social security Number. 

 Develop a piece of software for National Social Security Numbering that 

can uniquely identify each bona-fide citizen of Nigeria and legal migrant 

and hold their Personal Identifiable Information (PII) in a centralized data-

base server; 
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 Develop a security measure that will make it almost impossible to falsify 

one‘s Personal Identifiable Information (PII); 

 Provide a unified and centralized database management system for the Na-

tional Social Security Numbering project for the Federal Republic of Nige-

ria.  

 

The scope of this study covers the entire Nigerian population for which it is devel-

oped to generate national social security numbers (NSSNs) for its citizens and legal 
immigrants. A unified and centralized database management system with the ca-

pacity of hosting nearly 1 billion randomly generated National Social Security 

Numbers will be quite instrumental to government officials not only for citizenship 

identification purposes, but for orderly national administration. With this software 

engineering effort, tracing the identity of any person on Nigerian soil can be done 

swiftly and simultaneously from any part of the world over the web using comput-

ers, mobile phones, tablets and any internet-enabled device. 

 

Literature Review  
 

This part of the paper reviews related literatures written by different authors on 

Social Security Numbers with a view to giving this research the all-important 
knowledgebase required for its design and development. The Social Security num-

ber (SSN) was created in 1936 for the sole purpose of tracking the earnings histo-

ries of U.S. workers, for use in determining Social Security benefit entitlement and 

computing benefit levels. Since then, use of the SSN has expanded substantially. 

Today the SSN may be the most commonly used numbering system in the United 

States. As of December 2008, the Social Security Administration (SSA) had issued 

over 450 million original SSNs, and nearly every legal resident of the United States 

had one. The SSN‘s universality has led to its adoption throughout government and 

the private sector as a chief means of identifying and gathering information about 

an individual Carolyn (2009). Creating the SSN scheme and assigning SSNs to 

U.S. workers was no easy task. Passage of the Social Security Act in August 1935 
set in motion a huge effort to build the infrastructure needed to support a program 

affecting tens of millions of individuals. Carolyn (2009). 

      A Social Security Number encompasses Personal Identifiable Information (PII) 

of a citizen and demands strict security measures to be put in place for avoidance 

of identity theft. Buttressing this fact, the escalation of security breaches involving 

personal identifiable information (PII) has contributed to the loss of millions of 

records over the past few years. Erika, Tim and Karen (2010) . Though the Social 

Security Number was originally established for the Social Security program, other 

government agencies soon realized that it could be used as a convenient identifying 

number for tracking other government programs. Use of the SSN as a federal gov-

ernment identifier was based on Executive Order 9397, issued by President Frank-

lin Roosevelt. Erika, Tim and Karen (2010)   
      It is very important that you do not share your Social Security Number with 

anyone else as this can lead to Identity Theft. According to Fact sheet (2016), the 

Social Security Administration (SSA) uses the Systematic Alien Verification for 
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Entitlements (SAVE) Program‘s Verification Information System (VIS) of the De-

partment of Homeland Security (DHS) as its primary data source to verify legal 

entry into the United States and, in conjunction with travel documentation. Erma 

and Felix (1982) 

      Many countries have different names for a Social Security Number, criminals 
may make use of enhanced predictability to generate someone‘s Social Security 

Number: In principle, a Social Security Number (or an equivalent such as a Nation-

al Insurance Number in the United Kingdom) is an identifier, not an authenticator. 

It would be unsuitable for a password, because it isn‘t secret David (2009). In fact, 

an SSN is essentially a database primary key, an identifier that is unique to you and 

to your individual personal records in the Social Security Office‘s database. The 

most practical way of generating such a key is often to enhance predictability, not 

to reduce it, in keeping with words of the writer. David (2009). Quoting the Social 

Security Office, David (2009) agrees with the other author Erma and Felix (1982) 

that the nine digits of the Social Security Number are grouped as follows: 

  The first three digits represent the Area Number. 

  The next two digits represent the Group Number. 

  The four digits at the end are called the Serial Number, 

 

Detailed explanation that Social Security Number (SSN) is a unique, 9-digit identi-

fication number, issued by the U.S. Social Security Administration (SSA) to U.S. 
citizens, permanent residents, and qualified foreign nationals - including those who 

meet the eligibility  requirements  for a Social Security Number such as students 

with on-campus employment, students with CPT (Curricular Practical Training) 

authorization, students, scholars, and dependent family members with EAD 

(Employment Authorization Document). Fact Sheet (2006).  However, it was not 

until the 1960‘s that federal agencies began to adopt the SSN as a general govern-

ment identifier in other contexts, and this effort was to devise a method for unique-

ly identifying the earnings records for the millions of persons covered by the new 

law Since entitlement to Social Security and the benefit amount were to be deter-

mined from a person‘s earnings over many years, a method was needed for main-

taining permanent and accurate earnings records for each person working in em-

ployment covered by the Social Security program. Fact Sheet (2006). Social Secu-
rity number was developed for this purpose. This unique configuration, plus the 

fact that an SSN is used for many purposes besides employment (income tax re-

turns, bank accounts, drivers‘ licenses, and so forth), makes the number easily rec-

ognizable. Although most people believe that each part of the number has a special 

significance, few know what that significance is. Fact Sheet (2006). 

      Until 1972, the area number indicated the location (State, territory, or posses-

sion) of the Social Security office that issued the number. When the Social Security 

numbering system was developed, one or more area numbers were allocated to 

each State based on the anticipated number of issuances in the State. Because an 

individual could apply for an SSN at any Social Security office, the area code did 

not necessarily indicate where the person lived or worked. Since 1972, the Social 
Security Administration has been issuing SSN‘s centrally from its headquarters in 
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Baltimore. The area code now indicates the person‘s State of residence and shows 

on an SSN application. Fact Sheet (2006). 

      In supporting the use of Social Security Number as a tool for curtailing and 

controlling the movement of non-immigrants into a country, Fact Sheet (2006) 

reveals that the Social Security Administration (SSA) uses the Systematic Alien 
Verification for Entitlements (SAVE) Program‘s Verification Information System 

(VIS) of the Department of Homeland Security (DHS) as its primary data source to 

verify legal entry into the United States and, in conjunction with travel documenta-

tion, to verify the immigration status of non-citizen Social Security number (SSN) 

applicants. 

      A Social Security Number (SSN) is different from a Social Security program. 

The former is a 9-digit identification number issued by the US Social Security Ad-

ministration (SSA), a requirement for all persons who work and receive pay in the 

US as well as used to report wages to the government, SSN bulletin (2014) where-

as SSA bulletin (2014) sees the Social Security as government program to help not 

only older Americans, but also workers who become disabled and families in 

which a spouse or parent dies. Your link with Social Security is your Social Securi-
ty number. You will need it to get a job and to pay taxes. We use your Social Secu-

rity number to track your earnings while you are working and to track your benefits 

after you are getting Social Security. SSN bulletin (2014). However, in the opinion 

of the Chris (2011) who criticized the use of Social Security Numbers as primary 

keys in database design, some of the issues in the decision of database for National 

Social Security Numbering system are: Uniqueness, Universality, Identification, 

and Security.  

      On the issues that surround getting a new SSN,  SSA does not routinely assign 

new numbers, they will do so when a victim requests a new SSN and provides evi-

dence that he/she has tried to resolve the problems brought on by identity theft but 

continues to be disadvantaged by the SSN misuse.  Disadvantaged by misuse of the 
SSN means that the misuse has caused you financial or personal hardship within 

the past year. In the author‘s assertion, Fact Sheet (2013), Although, no single law 

comprehensively governs the use and disclosure of SSNs, certain federal laws re-

strict the use and disclosure of personal information, including SSNs, by govern-

ment agencies or private sector entities. Cynthia (2006).  Federal laws that require 

the use of an SSN generally limit its use to the statutory purposes described in each 

of the laws. For example, the Internal Revenue Code, which requires the use of 

SSNs for certain purposes, declares tax return information, including SSNs, to be 

confidential and prescribes both civil and criminal penalties for unauthorized dis-

closure. Barbara, Roland and Jacquelyn (1999). 

      Effort for SSN was to devise a method for uniquely identifying the earnings 

records for the millions of persons; they however differs in the number of digit as 
compare to that of Greece called AMKA. AMKA has the following 11-digit for-

mat: YYMMDDxxxyz, where the first 6 digits encode the person‘s date of birth 

(YYMMDD), the following 4 digits are a sequence number for people born on that 

date (xxxy) and the last digit is a control digit (z). The sex of the person is encoded 

in the last digit of the sequence number (y of xxxy): even digits are assigned to 

women and odd digits are assigned to men. This results in disclosure of both the 
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date of birth and the sex of a person by solely looking at their AMKA. Eleni, Ale-

xandros, Sotiris, (2009). 

      A publication of California-Berkeley School of Law (2007) posited that at least 

36 states have enacted legislation requiring organizations that possess sensitive 

personal information to warn individuals of security breaches.  California led the 
way in the creation of these laws, driven by concerns about identity theft and tax 

information security.  

      On the possibility of predicting an SSN, the authors, Alessandro and Ralph 

(2009) seems to put Greek‘s style of SNN otherwise known as AMKA as stated by 

Eleni, Alexandros, Sotiris, (2009) under serious vulnerability. The authors, Ales-

sandro and Ralph (2009), Maintained that Information about an individual‘s place 

and date of birth can be exploited to predict his or her Social Security number 

(SSN). Using only publicly available information, we observed a correlation be-

tween individuals‘ SSNs and their birth data and found that for younger cohorts the 

correlation allows statistical inference of private SSNs. Our prediction algorithm 

exploits the observation that individuals with close birthdates and identical state of 

SSN assignment are likely to share similar SSNs. Alessandro and Ralph Gross 
(2009). 

      The author Kristin (2014) pointed out that Policymakers continue to be con-

cerned with securing the economic health of the United States, including combat-

ing those crimes that threaten to undermine the nation‘s financial stability. Identity 

theft, for one, poses both security and economic risks. He further stated that an 

increase in globalization and a lack of cyber borders provide an environment ripe 

for identity thieves to operate from within the nation‘s borders as well as from be-

yond. 

      Today the SSN has a unique status as a privacy risk. No other form of personal 

identification plays such a significant role in linking records that contain sensitive 

information that individuals generally wish to keep confidential. And an identity 
thief armed with a name and an SSN can often open new credit or bank accounts, 

rent an apartment, get a job, get arrested and create a criminal record for someone 

else, or even have surgery and pollute the victim‘s medical records. SSN publica-

tion (2014). 

      Buttressing the issue of restriction, Kathleen (2008) narrated that as early as the 

1970s, concerns regarding increased uses of the SSN by both government and pri-

vate entities prompted studies and subsequent congressional action limiting gov-

ernment uses of the SSN.  The Social Security Administration created a task force 

in 1970 to investigate ―non-program‖ uses of the SSN, and the task force‘s report 

the following year stated: any examination of SSN policy must begin with the 

recognition that the number has ceased to be merely a ―social security number.‖  

Especially in the past few years, the number has come into increasingly wide use 
as a numerical identifier throughout society, to the point where the adult American 

citizen is beginning to need a number to function effectively even if he is among 

the very small minority of people who never work in covered employment. In any 

situation where a government agency asks for a person‘s SSN, the agency, under 

section 7(b) of the Privacy Act, is required to tell the person whether the request is 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 74 

mandatory or voluntary, and what uses the agency will make of the SSNs that are 

collected. Kathleen (2008). 

      Best practices to protect SSNs from disclosure include reducing the unneces-

sary use and collection of SSNs, securing electronic records systems, using man-

agement controls, and reducing or protecting the transmission of records contain-
ing SSNs. John G. Morgan (2008). 

 

System Analysis and Design  
 

We undertake the analysis and design of a national security numbering system with 

the aid of Object-Oriented System Analysis and Design methodology and the fol-

lowing Unified Modeling Language (UML) techniques: use case diagram, class 

diagram and two collaboration diagrams. 

 

Analysis of Existing and Proposed System  
 
Traditional means of identifying Nigerian citizens and immigrants with legal rights 
to live in Nigeria by local, state or federal government authorities include one of 

the following: National Identification Card, Permanent Voter‘s Card, Driver‘s Li-

cense, Employment Identification Card, School Identification Card or International 

Passport. But unfortunately, none of these means of identification has been effi-

ciently computerized to provide a quick and reliable on-the-spot details of persons 

under security scrutiny. There are many doubtful situations in which people are 

being demanded to prove their identities on the spot: in the bank, at schools, in the 

street, on major highways by police, military or other uniformed men and women 

at check points, etc. Following is a listing of the activities that take place in the 

existing system. For instance the voter‘s card system and National Identification 

system. 

 A citizen or immigrant may be requested to identify himself or herself by either 

law enforcement agents or for officials purposes; 

 A citizen or immigrant would most likely tender his or her National Identification 
Card, Permanent Voter‘s Card, Driver‘s License, Employment Identification Card, 

School Identification Card or International Passport as means of identification; 

 If the person who received an identification document, presented by a citizen, is 

satisfied, then there would not be any issues. 

 A citizen citizen who hard registered or applied for voter‘s card or National Iden-

tification card but misplaced it would be requested to go to court, get affidavit and 

repeat the registration again.  

Some of the problems inherent in the existing system are: 

   Lack of any central database of NSSNs for reference purposes; 

 Some of the activities regarding identification of citizens and/or immigrants are 

paper-based, and therefore, done manually. 
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The Proposed System  
 

Summary of Model for National Social Security Numbering System 
  
The mathematical model for the proposed system is formulated to be generated at 

three different stages. The first stage will be the generation of the state code. The 

states code will use a two digit significant value, the local governments for all Ni-

gerian states will also have two digit significant value. Thirdly, the individual num-

ber of person will be contained in five digits and this is serial. Because of the re-

quirement of the internationally accepted standard of nine digits, the NSSN for any 

applicant will contain nine digits. The model shows how the NSSN how is generat-

ed.   

  

NSSNL = XLi+ XLj+SNcode 

NSSNN = XNi+ XNj + SNcode 

NSSNL Stands for NSSN generated in state with large population while 
NSSNN stands for those generated in state with normal population.  SNcode 

means serial number in each NSSN. 

 

Discussion 
 

The proposed multi-functional national social numbering system will operate in the 

following ways after development: 

 The social security numbering information software application will run from a 

central server on network mode over the Internet; 

 The server will provide access to multiple users via computers and other  mobile 

devices such as tablets and  Personal Digital Assistants (PDAs) from remote loca-

tions simultaneously;  

 The NSSN software application will support cross-referencing of different identi-

ty information databases in the country running on database drivers, operating sys-

tems and hardware utilities such as the electoral database of Independent National 

Electoral Commission (INEC), National Driver‘s Licensing database, National 
Identity database, school portal databases, etc. that support the proposed platform 

with a view to providing a timely and accurate information unique to a Nigerian 

citizen or immigrant; 

 The operation of the software works in such a way that upon confirmation of an 

NSSN, a citizen or immigrant can print his or her NSSN in hard copy by clicking 

on a print link; 

 As a built-in security structure, the following data cannot appear twice in the 

NSSN database to avoid double application for NSSN: national ID card number, 

international passport number, driver‘s license number, permanent voter‘s card 

number, mobile phone number and email address. 

 The software allow an applicant who has just applied for an NSSN or a citizen/

immigrant that has already obtained an NSSN to check whether his or her NSSN is 

ready or not, or just to confirm his or her NSSN should he or she had forgotten it. 
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Use Case Diagram of the System  
 

 The UML Use Case diagram shows all the actors and the use cases, ac-

tions or activities they perform in the proposed system. Figure 3.1 shows the use 
case diagram. 

Figure 3.1:  Use Case diagram of a National Social Security Numbering System. 
 

3.1 can be described thus: 

 The large central rectangular box represents the National Social Security Num-

bering system under development and contains the respective use cases of the soft-

ware application. A use case is an activity, operation or function that must be un-

dertaken by an object. An example of a use case is Check NSSN, which depicts the 
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action a law enforcement officer (i.e. an object of the NSSN system), has to take in 

an attempt to search for NSSN of a citizen; 

 Law enforcer, citizen or immigrant, NSSN office, and MYSQL relational data-

base engine are all users or objects of the system.  

 The small oval shapes depict use cases or operations of various objects of the 

NSSN system. There are twenty use cases in the proposed system and they are 

listed as follows: Confirm NSSN, Arrest A Suspect, Prosecute A Suspect, Report 

Illegal NSSN (for Law Enforcer object); Provide PII, Apply For NSSN, Cancel 
NSSN Application and Report NSSN Abuse (for Citizen or Immigrant object); 

Register, Generate, Assign, Administer, Monitor, De-assign and Report (for NSSN 

office object); Store Generated NSSN, Store Citizenship Record and Store Real-

Time Activity Log (for MYSQL Database Engine object); Login and Logout. 

 
System Design 
 
Figure 3.1 can be described thus: 

 The large central rectangular box represents the National Social Security Num-

bering system under development and contains the respective use cases of the soft-

ware application. A use case is an activity, operation or function that must be un-

dertaken by an object. An example of a use case is Check NSSN, which depicts the 

action a law enforcement officer (i.e. an object of the NSSN system), has to take in 
an attempt to search for NSSN of a citizen; 

 Law enforcer, citizen or immigrant, NSSN office, and MYSQL relational data-
base engine are all users or objects of the system.  

 The small oval shapes depict use cases or operations of various objects of the 

NSSN system. There are twenty use cases in the proposed system and they are 

listed as follows: Confirm NSSN, Arrest A Suspect, Prosecute A Suspect, Report 

Illegal NSSN (for Law Enforcer object); Provide PII, Apply For NSSN, Cancel 

NSSN Application and Report NSSN Abuse (for Citizen or Immigrant object); 

Register, Generate, Assign, Administer, Monitor, De-assign and Report (for NSSN 

office object); Store Generated NSSN, Store Citizenship Record and Store Real-

Time Activity Log (for MYSQL Database Engine object); Login and Logout. 

 There are arrows with dotted lines seen within the use case diagram. They link 

one use case with another. An action, operation, function or activity that must take 

place first before the other is shown with an arrow head pointing towards it where-

as the action at the tail of a dotted line signifies what follows after the first action. 

The following use cases are connected by the dotted lines: confirm NSSN and log-
in; provide PII (i.e. Personally Identifiable Information) and register; apply for 

NSSN and assign; monitor and store real-time activity log; de-assign and store 

citizenship record; administer and report NSSN abuse; generate and store generat-

ed NSSN. 

      The following Unified Modeling Language notations and models will be em-

ployed in the development of the proposed national social security numbering sys-

tem: use case diagram, class diagram, collaboration diagrams, activity diagram and 

database design diagram. 
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UML Collaboration Diagram of the System 
 

UML collaboration diagram (See figure 3.3) shows how an operation within the 

system is executed by some programmed sequence of logic. 

Figure 3.3 above shows a collaboration diagram for real-time process during an 

NSSN System (NSSN) headquarters. The first item from the left hand side labeled 

‗citizen or immigrant‘ represents a citizen or immigrant who will use this National 

Social Security Numbering System (NSSN) headquarters. The first item from the 
left hand side labeled ‗citizen or immigrant‘ represents a citizen or immigrant who 

will use this National Social Security Numbering (NSSN) system. The NSSN ap-

plication sub-system includes is a simple HTML NSSN application form with em-

bedded JavaScript code on it. A citizen or immigrant will have to fill out an HTML 

NSSN application form with his or her Personally Identifiable Information (PII) 

before submitting it. A JavaScript code will run some validation routine checks on 
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the HTML NSSN application form prior to its submission. Once the user clicks on 

the submit button, PHP activates a subroutine written to check against an attempt 

to post duplicate entries in the database. This PHP subroutine will not allow a citi-

zen or immigrant to request for an NSSN using another person‘s phone number, 

email address, international passport number, national ID card number, permanent 
voter‘s card number, driver‘s license number, etc. Upon submission of the NSSN 

application form, the system will check the citizen‘s status in the database. If a 

citizen or immigrant already has an NSSN, the system will simply display his or 

her NSSN on a page, otherwise, the system will return a message: ―Your NSSN is 

not available. Please check back later‖. However, it must be known that no user 

can check his or her NSSN without logging into the system using a Security Ac-

cess Code (SAC) which the NSSN system will have generated and emailed to him 

or her during an NSSN application process. 

  

Design of the Proposed System 
 

The operation of the proposed national social security system is as shown (Table 
3.1) below in the database design, system architecture and input/output design.   
 
Database design 
 
NSSN Central Office 
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System Architecture   
 
The figure 3.5 below shows the system architecture of a National Social Security 

Numbering software application. 

Figure 3.5: System Architecture 

 

Presentation Tier: Responsible for rendering HTML requests such as apply for 

nssn, cancel nssn application, login, logout, track nssn, report nssn abuse or theft, 

etc. in the graphical user interface. 
  

Business Logic Tier: Business rules and logical cum security constraints that pre-

vent a citizen from applying for NSSN using another person‘s email address, 

phone number, international passport number, national ID card number, permanent 
voter‘s card number, driver‘s license number, etc are implemented here as well as 

enforcement of Referential Integrity to provide for data security and integrity.  

 

Data Access Tier: Data access tier is responsible for database manipulation and 

communication. This layer consists of the Database for storing data. The database 

system used is MYSQL. 

 
Results 
 
i. We have successfully designed and developed a software system that can gener-

ate and assign a national social security number for Nigerians and legal immi-

grants. 
 

ii. We have been able to create a platform by means of this piece of software appli-

cation that is capable of holding hundreds of millions of records for each Nigerian 

citizen and legal immigrant within a centralized database.  
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Conclusion 
 

We already have a system that can instantly generate an NSSN in accordance with 

the proposed model following an application made for NSSN by citizen/immigrant. 
But this research is still open for further investigation, in particular to developed a 

most suitable model that can comfortably show how 9 digit unique but serial num-

ber accommodates over 170 million Nigerians. 

  

Limitation of the Proposed System 
 
This research is limited to the adoption of Voters card, National Identity Card and 

the likes as a means of identifying who is legible to get an NSSN, but there is need 

to introduce a biometrics to guide against non Nigerians or illegal immigrants from 

getting to do registrations as the above means cannot be said to be sufficient 

enough. 

 
Correspondence 
Adejoro Cornelius Onimisi 

Department of Computer Science 

Faculty of physical sciences 

University of Nigeria, Nsukka, Nigeria 

Email: specialcornel@gmai.com  

  

Ogbuagu-Ujah Bridget 

Nigeria Defence College Abuja, Nigeria 

Email: bridgechi2000@yahoo.com  

 
 

 

 

 

References 
 

Alessandro Acquisti and Ralph Gross. ―Predicting Social Security Numbers from 

public data‖. Carnegie Mellon University, Pittsburgh. May 2009. Pages 1, 3. 

 

Barbara Bovbjerg, Roland H. Miller, Jacquelyn Stewart, ― Social Security: Govern-

ment and commercial use of Social Security Number is Widerspread‖. A report to 

the Chairman subcommittee on Social Security, House of Representative, USA, 
1999. Page 8.  

 

Carolyn Puckett, ―The Story of the Social Security Number‖ Social Security Bulle-

tin  Vol. 69, No. 2  2009. Pages 1, 2 http://www.ssa.gov/policy/does/ssb/vb9n2  

 

 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 82 

Chris Hibert, ―What do you do when they ask for your Social Security Number‖. 

Available at  http://www.biuldfreedom.com/tl/tl17b.shtml. page 4. 2011   

 

Cynthia M. Fagnoni, ―Social Security Numbers: More Could Be Done to Protect 

SSNs‖. United States Government Accountability Office. March 30, 2006. Page 
11. 

 

Eleni Gessiou, Alexandros Labrinidis, Sotiris Ioannidis, ―A Greek (Privacy) Trage-

dy: The Introduction of Social Security Numbers in Greece‖. 2009. Page 2. 

 

Erika McCallister, Tim Grance, Karen Scarfone, ―Guide to Protecting the Confi-

dentiality of Personally Identifiable Information (PII)‖. Computer Security Divi-

sion  Information Technology Laboratory National Institute of Standards and Tech-

nology Gaithersburg. April 2010. 

 

Erma Barron and Felix Bamberger, ―Meaning of the Social Security Number‖.  

Division of  OASDI Statistics, Office of Research and Statistics, Office of Policy, 
Social     Security    Administration. Social Security Bulletin, Vol. 45, No. 11. No-

vember 1982. Page 1. 

 

David Harley, ―Social Security Numbers: Identification is Not Authentication‖.  

Social Security Numbers White Paper. August 2009. Page 5. 

 

―Fact Sheet‖ A U.S. Department of Homeland Security bulletin available at  

www.socialsecurity.gov.  May 15, 2006. Page1. 

 

 "Fact Sheet 113: Changing a Social Security Number". An article of Identity theft 

Center, US.  2010. Page 2. www.protectmyid.com  2013 
 

John G. Morgan ―Safeguarding Social Security Number in Tennessee Government 

Records‖ A report of Offices of Research and Education Accountability. Tennes-

see Comptroller of the Treasury. October 2008. Page 22.  

 

Kathleen S. Swendiman, ―The Social Security Number: Legal Developments Af-

fecting Its Collection, Disclosure, and Confidentiality‖. A report by Congressional 

Research Service. February 21, 2008. Page 8. 

 

Kristin Finklea.―Identity Theft: Trends and Issues‖,  A report by Congressional 

Research Service. January 16, 2014. Page 1. 

 
―Security Breach Notification Laws: Views from Chief Security Officers‖. A 

Study Conducted for the Samuelson Law, Technology & Public Policy Clinic, Uni-

versity of California-Berkeley School of Law. December 2007. Pages 3, 9. 

 

―Social Security Number (SSN) Application Instructions  For International Stu-

dents, Scholars and Visitors‖. (2014) A  publication of US Social Security Admin-

istration. Page1.  



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 83 

 

―Social Security: Understanding the Benefits‖ Social Security Administration SSA 

Publication  (2014) No. 05-10024ICN 454930Unit of Issue - Package of 25. Page 

4.  

  
 ―The Use of Social Security Numbers in California Colleges and Universities‖ 

The California College and University Social Security Number Task Force. July 1, 

2010. Page7. 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 84 



 
Students’ Academic Performance Modeling and  
Prediction: A Fuzzy Based Approach  
 

 

ETUK, S. O., OYEFOLAHAN, I. O., ZUBAIR, H. A.,  
BABAKANO, F. J. & BIMA, M.E. 
Federal University of Technology, Minna, Nigeria 
 

 
ABSTRACT. In higher Institutions of learning, importance is placed on the quality of stu-
dents admitted as this has direct effect on the quality of graduates been produced by the 
Institutions, and thus affect the National man-power quality at large. One of the challenges 
facing the Universities is admitting students on merits and surprisingly, the academic perfor-
mance of the students admitted on merit begins to drop. Therefore, it is important to predict 
students‘ academic performance early enough so as to help instructors take appropriate ac-

tion in adjusting teaching style and improve greatly on Students‘ success. In this paper, a 
fuzzy logic model is used to model data of students and predict their academic performance. 
Factors like students Ordinary level( O‘ level) grades, motivation to study in their given 
course and parents‘ academic background were used to predict students‘ academic success 
level prior to the end of their first academic session. The results when compared with the 
actual result for the semester examination show 75% accuracy.  This early academic perfor-
mance prediction serves as a guide to the instructor. A good understanding of the students 
help the instructors to take appropriate steps for effective teaching and learning, and thus 

improving students‘ academic performance. Hence, the percentage of students withdrawn 
from the University after their first academic session due to poor performance (cumulative 
grade point average of CGPA below 1.5) is expected to be reduced. 

 

Keywords: Student performance, Fuzzy logic, Predictive model 

 

1. Introduction  

 

Education, no doubt is the bedrock on which the development of a Nation lies. A 

society with quality graduates may bring about higher rates of innovations and 

faster acquisition of new technology capabilities. Thus, according to (Oladokun, et 

al, 2008),  the admission process into any higher institution of learning aims at  

admitting  candidates whose performance would be satisfactory academically in 

the University. The quality of candidates admitted into any higher institution has a 

direct impact on the quality of research within the institution and thus has an over-

all impact on the Nation‘s development (Oladokun et al, 2008).  Recently, the de-

cline in the performance of students at the end of their year one in the University is 
alarming despite that students were all admitted base on merits (Arora and Saini, 
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2013). Evaluating students‘ academic performances or achievement using the cu-

mulative grade point average (CGPA) as a pointer is a typical practice in every 

tertiary academic environment. A  percentage of fresh students usually find them-

selves below the minimum grade point required at the end of their first year 

(Adedeji, 2001). 
     This decline can be attributed to several factors affecting effective teaching-

learning system amongst which are non- conducive environment of learning and 

students‘ lack of motivation to learn (which can be tied to the students‘ lack of  

interest in the offered course of study),   amongst others. Clearly, the factors con-

sidered for admission process is not enough to give teachers a right idea about the 

level of academic capability of the students they are meant to teach. A very high 

standard of instruction may not suit a class of  more ―below-the-average‖ students 

while on the other hand, a reasonably lower standard of instruction may be per-

ceived as boring to a class of ―more- intelligent-students‖.  

      Teachers are considered to be most responsible observers who not only engage 

class but also monitor the behavior and understanding of students (Arora et al, 

2013). Hence, if an instructor can properly assess and predict student performance 
early enough or half way into their first session; then the instructor can take appro-

priate action to greatly improve the teaching-learning processes geared at improv-

ing students‘ performances. Due to the probabilistic nature of predicting students‘ 

performances, fuzzy-based models have been found very effective due to their ca-

pabilities to account for fuzzy measures.  

      In this study, a soft computing approach (fuzzy model)was used for predicting 

academic performance of students (considering factors like students‘ O‘level 

grades, UME score, parents‘ academic background  and motivation to learn ). The 

fuzzy model developed was tested using  the year one student of the department of 

Information and Media Technology, Federal University of Technology, Minna as 

participants. 
 

1. Background of study 
 
A. Student Performance  
 
Academic Background. Students who perform very well in a particular field in 

an Institution of learning must have had the basic knowledge of the field from their 

previous learning experiences. In Nigeria, students are grouped into classes of Sci-

ences, Social Sciences and Art while in secondary school based on their perfor-

mance in related subjects. Consequently, this might translate into the field to which 

students will be admitted for tertiary education. A student without prior knowledge 

of the basis of a field or with a weak grade score in the O‘ level subjects will likely 

find it challenging to cope with such a field in the University. It is therefore of par-
amount importance to this research work to use students‘ academic background as 

one of the factors in predicting the performance of students in the University. 

      In previous study, (Adedeji, 2001) used a correlation and regression analysis to 

investigate the relationship between students‘ UME scores and their academic per-

formance in the University but due to the nature of UME test as a purely objective 
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based examination, a combination of Ordinary level academic performance and 

UME score will provide a better representation of students‘ prior knowledge.  

 
B. Motivation to learn  
 
A driving force to succeed cannot be removed from a success story of any scholar. 

This also has a very large role to play in students‘ academic performance. This 

motivation to succeed academically could be based on factors like interest in a par-

ticular course or subject, having a scholar as a role model and wanting to be same, 

not wanting to disappoint someone who has been part of the students‘ academic 

growth, responsibilities of student to alleviate poverty in the family etc. With the 

right motivation and zeal to succeed, great effort will be put into learning and di-

rectly improves academic performance. 

 

C. Fuzzy Logic  
 

Fuzzy logic had long being used to construct better models of reality. Its advantage 
lies in its ability to  provide foundations for approximate reasoning using imprecise 

propositions base on some fuzzy inference rules. As with sets, fuzzy rules of infer-

ence were devised a few decades ago, based on the much older crisp rules. Fuzzy 

logic shows that truth itself is fuzzy.  Rules of inference are rules for deriving 

truths from stated or proven truths and thus, fuzzy logic are known as efficient 

tools used to overcome uncertainties related to vagueness, ignorance and impreci-

sion (Yusof et al, 2009). Fuzzy Logic involves three main stages namely; fuzzifica-

tion, rule evaluation and defuzzification. Fuzzification is the process of translating 

the measured numerical values into fuzzy linguistic values. It is a stage where the 

degree of membership is determined by applying membership function. Rule eval-

uation is where knowledge provided by experts is formed, which is then called 
fuzzy rules (Yusof et al, 2009). The fuzzy inference rule will output a fuzzy result, 

described in terms of degrees of membership of the fuzzy sets. 

Defuzzification interprets the membership degrees in the fuzzy sets into a specific 

action or real-value. This is illustrated in Figure.1 

      Fuzzy logic has been applied to all fields of life like health to predict cancer, to 

environment to predict flood detection, and of course, to education to predict stu-

dents‘ academic performance.  
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2. Related Works  
 

A number of works have been done by researchers in an attempt to predict Univer-

sities students‘ academic performance before graduation. This is aimed at having 
an academic performance assessment of the students to be tutored in order to cate-

gorize students and pay more attention on the ―very good‖ students while devising 

means of supporting the ―not-so-good‖ students. 

      Existing methods for predicting students‘ performance include statistical meth-

ods. In the case study of  (Golding and McNamarah, 2005), they used stepwise 

multiple regression analysis to predict how factors like students‘ demographic at-

tribute, qualifications on entry, aptitude test score etc affect the students overall 

performance. They conclude by suggesting base on their predictions that students 

with satisfactory predictive performance be allowed to continue their registered 

program while those with lower performance be channeled to another related pro-

gram (Golding and McNamarah, 2005). 

      Other methods researchers used for academic performance prediction is the 
Data mining algorithms like the decision tree. The work of (Kabakchieva, 2013) 

used students‘ personal and pre-University characteristics like gender, birth year, 

 Crisp Input Values 

Fuzzyfication 

Fuzzy Inference Rules 

Defuzzyfication 

Crisp Output Values 
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place of living, total score from previous education etc to predict and classify stu-

dents into 5 classes which are Excellent, Very good, good, average and bad. They 

obtained 66.3% accuracy. 

      Artificial Neural Network (ANN) is another method. (Oladokun et al, 2008) 

developed an Artificial Neural Network (ANN) model considering various factors 
like ordinary level subjects‘ scores and subjects‘ combination, matriculation exam-

ination scores, age on admission, parental background, types and location of sec-

ondary school attended and gender, among others, to predict the likely perfor-

mance of a candidate being considered for admission in the University and he 

achieved an accuracy of 74%. These methods leave a question unanswered: How 

does it deal with environmental changes and vagueness of reality? This unan-

swered question lead researchers to using fuzzy based models to predict students‘ 

academic performance due to its ability to accommodate uncertainties related to 

vagueness and imprecision (Osman et al 2009) and (Osman et al, 2012). In (Yildiz 

et al, 2014), a fuzzy RFM-Model was developed to predict distant learning stu-

dents‘ performance. They considered factors like recency, laying importance on the 

length of time taken before a registered student is admitted on the system; frequen-
cy, stating how often an admitted student log on to the system and monetary, con-

sidering the length and period of time spent online on the system. The rules of the 

fuzzy system have been according to expert opinions and the prediction accuracy 

was 74.7%. The question is; would this model built for distant learning platform 

generalize to a classroom learning environment? 

 

3. Methodology  
 
The Fuzzy Logic Process 
 

A. Crisp Input Values 

 

In this study, data of year one students of the department of Information and Media 

Technology, 2015/2016 session were used. Due to the preliminary nature of the 

study, 36 students in year one were randomly sampled. Out of the 36 questionnaire 

distributed, 28 were returned, but only 20 responses were valid. This represents 

55.60% valid responses. The data for this model was gotten from the students‘ files 

and response to the questionnaire on their parents‘ academic background and what 

motivates the students to undertake learning in their present course of study. The 

data were rated ―below average‖, ―average‖ and ―good‖ and a classical fuzzy mod-

el was used to predict students‘ class of degree by predicting their CGPA based on 

experts opinion. 
      The crisp input values are the students‘ data gotten from the students‘ record 

and their response to the questionnaire. The process of transforming or normalizing 

this input values are shown in  Table 1. 

1. O‘ level result 

2. Motivation to learn 

3. Parent‘s literacy level 
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Table 1: Input Data Transformation 

 

B. Fuzzy Inference Rules 

 
Fuzzy inference rules of the model were created to predict student‘s academic per-

formance based on expert opinion using O‘ Level Result, student motivation to 

undertake their course of study, and their parents Literacy level.  

 

1. If (Result is ―below average‖) and (Motivation is ―below average‖) and 

(Parent‘s Literacy is ―below average‖) then (Performance is ―below aver-

age‖) 

2. If (Result is ―below average‖) and (Motivation is ―below average‖) and 

(Parent‘s Literacy is average) then (Performance is ―below average‖) 

S/N Input Variable  Score  

1 O‘level Results Mathematics A 

B 

C 

Good 

Average 

―Below average‖ 

  English A 

B 

C 

Good 

Average 

―Below average‖ 

  Physics A 

B 

C 

Good 

Average 

―Below average‖ 

  Chemistry / 

Biology 

A 

B 

C 

Good 

Average 

―Below average‖ 

  Geography / 

Agric science 

or Economics 

A 

B 

C 

Good 

Average 

―Below average‖ 

2 

 

Course Applied for 

in UME 

Present 

Course 

Related  

Not Related 

 

5 – 4 

3 

1-2 

Good 

Average 

―Below average‖ 

3 

 

Parent‘s academic 

background 

Illiterate – pri 

sch 

Secondary 

sch 

Tertiary Sch 

5 – 4 

3 

1-2 

Good 

Average 

―Below average‖ 
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3. If (Result is ―below average‖) and (Motivation is ―below average‖) and 

(Parent‘s Literacy is Good) then (Performance is ―below average‖) 

4. If (Result is ―below average‖) and (Motivation is average) and (Parent‘s 

Literacy is ―below average‖) then (Performance is average) 

5. If (Result is ―below average‖) and (Motivation is average) and (Parent‘s 
Literacy is average) then (Performance is average) 

6. If (Result is ―below average‖) and (Motivation is average) and (Parent‘s 

Literacy is good) then (Performance is average) 

7. If (Result is ―below average‖) and (Motivation is good) and (Parent‘s Lit-

eracy is ―below average‖) then (Performance is average) 

8. If (Result is ―below average‖) and (Motivation is good) and (Parent‘s Lit-

eracy is average) then (Performance is good) 

9. If (Result is ―below average‖) and (Motivation is good) and (Parent‘s Lit-

eracy is good) then (Performance is good) 

10. If (Result is average) and (Motivation is ―below average‖) and (Parent‘s 

Literacy is ―below average‖) then (Performance is ―below average‖) 

11. If (Result is average) and (Motivation is ―below average‖) and (Parent‘s 
Literacy is average) then (Performance is average) 

12. If (Result is average) and (Motivation is ―below average‖) and (Parent‘s 

Literacy is good) then (Performance is average) 

13. If (Result is average) and (Motivation is average) and (Parent‘s Literacy is 

―below average‖) then (Performance is average) 

14. If (Result is average) and (Motivation is average) and (Parent‘s Literacy is 

average) then (Performance is average) 

15. If (Result is average) and (Motivation is average) and (Parent‘s Literacy is 

good) then (Performance is good) 

16. If (Result is average) and (Motivation is good) and (Parent‘s Literacy is 

―below average‖) then (Performance is average) 
17. If (Result is average) and (Motivation is good) and (Parent‘s Literacy is 

average) then (Performance is good) 

18. If (Result is average) and (Motivation is good) and (Parent‘s Literacy is 

good) then (Performance is good) 

19. If (Result is good) and (Motivation is ―below average‖) and (Parent‘s Lit-

eracy is ―below average‖) then (Performance is ―below average‖) 

20. If (Result is good) and (Motivation is ―below average‖) and (Parent‘s Lit-

eracy is average) then (Performance is average) 

21. If (Result is good) and (Motivation is ―below average‖) and (Parent‘s Lit-

eracy is good) then (Performance is average) 

22. If (Result is good) and (Motivation is average) and (Parent‘s Literacy is 

―below average‖) then (Performance is average) 
23. If (Result is good) and (Motivation is average) and (Parent‘s Literacy is 

average) then (Performance is average) 

24. If (Result is good) and (Motivation is average) and (Parent‘s Literacy is 

good) then (Performance is good) 

25. If (Result is good) and (Motivation is good) and (Parent‘s Literacy is 

―below average‖) then (Performance is good) 
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26. If (Result is good) and (Motivation is good) and (Parent‘s Literacy is av-

erage) then (Performance is good) 

27. If (Result is good) and (Motivation is good) and (Parent‘s Literacy is 

good) then (Performance is good) 

 
C. Crisp Output Values 
 

The Output values illustrated in Table 2 represents the students‘ Academic Perfor-

mance based on the University‘s classification of degrees into  ‗1st Class‘, ‗2nd 

Class Upper‘, ‗2nd Class Lower‘ and ‗3rd Class‘.  

 
Table 2: Output Data Transformation 

 
 

D. The fuzzy based Model 

 
The model below was developed base on students‘ records to determine their aca-

demic performance. 

 

 
 

Where: 

J: Jamb score  

JAveS : Average Jamb Score. 
Wol: Weight of O‘ Level Result (minmum 5 credit passed  courses). 

d.f: Dynamic factor. 

 

To account for the dynamic factors, certain questions were asked from the student. 

 

4. Results and Discussion 
 

The Model was tested using feedback from year one students of the department of 

Information and Media Technology based on the valid responses received. The 

S/N Output Vari-

able 

Class CGPA 

1 Good 1st Class – 

2nd Class 

Upper 

4.5 – 5.0 

3.5 – 4.49 

2 Average 2nd Class 

Lower 

2.5 – 3.49 

3 ―below aver-

age‖ 

3rd Class  1.5 -2.49 
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responses were used to predict students‘ CGPA and compared with their actual 

CGPA as shown in figure 2 below. 

     The model was 75% accurate in predicting the students‘ likely class of degree 

by predicting their CGPA with absolute error displayed in Table 3. This accuracy 

is of fair performance when compared with existing work in literature of 
(Oladokun et al, 2008)  that had 74% accuracy in predicting students‘ performance. 

 

 
Table 3: Result findings 

 

 

 
 

 

 

S/N 

Actual 

CGPA 

Predicted 

CGPA Absolute Error 

1 2.41 2.53 -0.12 

2 2.5 3.03 -0.53 

3 2.95 2.65 0.3 

4 1.5 2.49 -0.99 

5 1.05 2.01 -0.96 

6 2.77 2.62 0.15 

7 2.50 2.69 -0.19 

8 1.95 1.7 0.25 

9 1.73 2.7 -0.97 

10 2.5 2.58 -0.08 

11 3.82 3.24 0.58 

12 2.64 2.73 -0.09 

13 1.55 2.4 -0.85 

14 2.91 2.87 0.04 

15 3.18 3.17 0.01 

16 3.27 3.28 -0.01 

17 3.77 3.07 0.7 

18 2.05 2.41 -0.36 

19 2.77 2.61 0.16 

20 2.14 2.43 -0.29 
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Figure 2: Testing of the Model  

 

Implications of Findings  
 

The result from this study helps the Universities and Instructors in particular to 

better understand the academic capability of each and every student early enough 

and adjust the teaching methods so as to better prepare the students to survive the 

academic pressures. It can be deduced that students whose actual performance is 

lower than the predicted performance need a special attention in order to live up to 

the academic requirements. If necessary actions are taken to improve teaching and 

learning, this will motivates the students to do better. This will have direct positive 
effect on the percentage of students being withdrawn from the University after 

their first session for poor academic performance of below 1.5 CGPA. A fuzzy 

based model was used because of its ability to account for uncertainties and it‘s 

solely based on expert opinions. The CGPA predicted are the lower-bound of the 

degree of class which means the students can achieve the predicted CGPA or high-

er which is actually fuzzy in nature. 

 
Conclusion  
 

In conclusion, a fuzzy-based mathematical model was developed to predict the 

academic performance of students‘. The test of the model was performed on year 
one students because it is of paramount importance to begin to understand the stu-

dents‘ academic capability from their year one so that all effort can be put in place 

to assist each students achieve his academic potentials before graduation. The re-

sult from the model when compared with the students‘ 1st semester result shows 

75% accuracy and absolute error less than 1.0 in each case. This handy information 

to the instructors as early as mid session of year one still gives the instructors time 

to decide on the best teaching techniques for the students. This will improve teach-
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ing and learning before the end of the session when students with below 1.5 CGPA 

are withdrawn. 

 

Limitation of Study  
 
The major limitation of this study is the students‘ unwillingness to answer and sub-

mit the questionnaire. 

 

Future Work  
 

This research study is on-going and an oral interview of students is recommended 

so as to tackle the limitation of questionnaire and this may likely be an improve-

ment over this model Also, this model can be extended to other department and 

faculty of the University. 
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ABSTRACT In recent times, the economic recession in most countries of the world has led 
to a drastic upsurge in crime rate and other related vices. The rise in crime and the frequency 
with which they are perpetrated has left the relevant security agencies with the challenge of 
proactively responding and preventing crime incidents. Developing nations, for instance, are 
the worst hit by the rising wave of criminal activities. In these nations, the traditional meth-
ods of crime reporting, which are usually centralized in nature, have proven to be very slow 
and incapable of delivering a good response time required to detect and prevent crime. This 
study attempts to develop a framework for the implementation of a crime detection and pre-
vention system. The system presents a unified distributed architecture, allowing public users 

to provide tip-off on crime incidents. Multiple data collected from different sources are 
warehoused in a datacentre. It is redistributed to other participating datacentres for data ana-
lytics and backup processes aimed at ensuring reliability and availability. The system offers 
a web interface to facilitate quick gathering and escalation of crime incidents data in form of 
text messages, video and images using smart mobile devices. The data are processed to de-
rive useful information which is further transmitted to relevant authorities to enable them 
mobilize into action. The proposed system would be of immense benefits to the relevant 
agencies saddled with the responsibilities of curbing crimes in Nigeria. It would not only 

assist these agencies in identifying localities which are highly vulnerable to crime, but will 
also largely reduce the Response time (RT) to crime situations with a view to preventing any 
possible future occurrence. This system will simplify ways of crime reporting by the public 
through the web interface. It also provides crime prevention and detection mechanism for 
the security agencies through the profiled crime database at the datacentre; thereby assisting 
in identifying localities which are vulnerable to crime and reduce response time to crime 
situations. 
 

Keywords: Crime Detection, Crime Prevention, Distributed System, Datacentre, Cloud 
Computing 
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1. Introduction  
 

The growth and development of a nation is adjudged largely by her capacity to 

guaranty the safety of lives and property within her territorial integrity.  According 
to Plant and Michael (2009), the safety of lives and security of property are viewed 

as basic human rights which essential to the community‘s overall quality of life. 

When the citizenry is not, and does not feel reasonably safe as a result of security 

threats, other critical government functions such as economic development, gov-

ernment finance, public education, stable housing, and other basic services become 

much more difficult to provide. Crime prevention refers to efforts to prevent crime 

or criminal offending in the first instance – before the act has been committed 

(Welsh and Farrington, 2010). Various nations of the world today are taking drastic 

measures to curtail the rising wave of crime in their society, in fulfillment of their 

statutory responsibilities to provide safe and stable environment for the enhance-

ment of social and economic interactions. Some of the notable efforts are the set-

ting up of agencies with the mandate to deal with crime incidents and the deploy-
ment of technology for effective crime management. Welsh et al (2010) identified 

the profound influence technological advances over the years have made on the 

way we think about crime and the efforts that are taken to prevent it. Since the fall 

of 21st century, technology has become the driving force leading to reform of crime 

prevention and crime control strategies, both by individual citizens and concerned 

groups, and by formal police agencies (Reichert, 2001; Chan, 2001; Harris, 2007). 

      According to a recent review of police technology by Harris (2007), the first 

technology revolution in the United States that changed the way police were orga-

nized and how they operated centred around three technological innovations that 

were incorporated into policing: the telephone, the two-way radio, and the automo-

bile. With the proliferation of telephones in the early twentieth century, policing 
changed. Citizens were encouraged to call the police to deal with a multitude of 

problems, and the police responded to those calls from dispatch through a two-way 

radio, and sped quickly to locations using patrol cars. The advents of Internet and 

social media platforms have also offered new opportunities for easy crime report-

ing, enabling security agencies to quickly respond to crime situations.  

      Following the economic recession facing most countries of the world today, 

there is now a drastic upsurge in crime rate and other related vices. The rise in 

crime and the frequency with which they are perpetrated has left the relevant law 

enforcement agencies with the challenge of proactively responding and preventing 

crime incidents.  Developing nations, for instance, are the worst hit by the rising 

wave of criminal activities. In Nigeria, for instance, the traditional methods of 

crime reporting, requires the public to provide tip-off on crime through phone calls 
or visit the closest police posts to report crime incidents.  

 

Literature Review  
 

In order to provide insight to the proposed system, it is important to review similar 

solutions offered by other authors with a view to identifying their advantages and 
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shortcomings. First, is the work of Oludele et al (2015), where the author asserted 

that the present world is technologically driven as it is employed by many areas of 

profession in carrying out their operations. In view of this the researcher designed 

Crime Record Management System CRPMS for law enforcement agency (NPF) to 

keep records of crime and criminals. This Crime Record Management System 
CRPMS was designed to replace the manual method which involved the use of pen 

and paper. This CRPMS will enhance proper and efficient management of criminal 

records by the NPF which will help in taking decisions and ensure reliability of 

their operations. 

     Since security issues have been a major issue of governments and nations in 

general, there has been a public outcry by the government and the public in finding 

solution to this menace of crime rate. To this end, Ogunleye, et al (2011) presented 

a computer based security framework for crime prevention in Nigeria whereby it 

shows how CCTV system can be used in operational, decisions, performance 

stands and provision of evidence. It also shows its usage for incidence reduction or 

post incidence analysis which acts as a deterrent or provision of valuable support to 

the security agencies. The usage of CCTV and its importance in crime prevention 
and control was corroborated by Jimoh et al (2013). The study shows that with the 

use of CCTV and introduction of solar power system as an alternative power 

source helps to reduce the cost incurred while installing such CCTV system in dif-

ferent locations. 

Jong-moon (2011), on the other hand, asserted that due to the increased usage of 

printable devices and the spread of wireless networks in areas where physical ac-

cess cannot be reached, the researcher looked at the signature–based detection with 

smart wireless and IP tables using wireless attack detection and prevention 

measures to implement a wireless intrusion prevention system in order to exploit 

crime and damage. Adigun (2013) correlates the residents response to crime in 

Nigeria cities by examining the socio-economic attributes of residence building 
and environmental features, residence crime magnitude, fear of crime events, fear 

of neighborhood and household, safety measure in some selected cities in order to 

establish a relationship between them, which shows that meaningful intervention of 

crime and its control must first begin with detection on building and environment 

features that discourages crime incidence and thereby reduces fear of crime.  

      Canter (1997), explored the use and possibilities of GIS by Baltimore County 

Police in describing and analyzing crime activity. He noted that as this technology 

gains greater acceptance and use within police departments, it will become clear 

that the ability to produce automated pin maps is only one of many possible appli-

cations. He concluded that GIS should be viewed as a tool for which police ana-

lysts could obtain a better understanding of criminal activity from a geographic 

perspective. 
      Kawai and Samson (2011) developed a user-friendly system, which enabled an 

efficient exchange of information on previous convictions of criminals.  Conse-

quently, Information about previous convictions is circulated between judges and 

prosecutors as well as police authorities. This is vital in order to provide adequate 

responses to crime and also to prevent new crimes from being committed. 
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      Ahmed and Salihu (2013) examined the use of Geographic Information Sys-

tems (GIS) and spatial database of crime characteristics which helped in the deter-

mination of crime prone spots in Dala LGA of Kano State. The study specifically 

revealed the challenges facing police departments that sought to adopt computer-

ized crime mapping systems.   The researchers used ArcGIS version 9.3 to analyze 

different data sources obtained from the Nigerian Police Force. The result showed 

that crime rate outside the city wall was higher, while the rate increased with time 

particularly in the year 2010. 

      Singh (2014), in his work, ―Mobile Application and Public Safety System for 

Crime Tip-Off and crime prevention by communities‖ took a step further to 

identify that the usage of mobile phones is rapidly increasing from basic SMS 
applications, to snapping photos and sending via multimedia applications, using 

social media application, and using specific smart phone applications intended for 

community needs. He therefore proposed a public safety system which would be 

on a central server enabling chatting with public safety officers, filling in the tip-

off form, submitting via the mobile application and also uploading photos relevant 

to the tip-off. The public safety was  intended to: store, route the tipoff to the 

officer(s), track the jobs assigned to the officer(s), update the community user who 

had provided the tip-off, update and report to relevant authorities. 

      This study, however, revealed that most of the previous solutions are central-

ized and sometimes, not real-time in nature. Additionally, they are not enhanced 

with the capabilities to allow a witness at a crime scene to instantly provide a tip-
off through SMS, voice and video calls, social media platforms and also captures 

the crime location using Global Positioning System enabled smart mobile devices 

to the appropriate authorities for necessary actions. Although Singh (2007) had 

well addressed most of the identified shortcomings, the solution did not adequately 

cater for failure of the central server by providing redundant datacentres which 

would become active in case of failure of the central server. This study, therefore, 

attempts to develop a framework for the implementation of a unified distributed 

system for crime prevention and detection. Aspnes (2006) identified distributed 

system as one comprising of a collection of autonomous computers linked by a 

network and software, enabling computers to coordinate their activities and share 

the resources of the system so that users perceive the system as a single, integrated 

computing facility.  
      The distributed architecture of the UDSCPD, as proposed by the researchers, 

would allow crime data to be warehoused and processed by distributing it among 

participating datacentres. The purpose is to fast track the processing of crime data 

thereby reducing the amount of time required by the law enforcement agency to 

respond to crime incident. The system would offer a web interface to facilitate 

quick gathering and escalation of crime information in form of texts, images or 

video formats. Big Data analytic procedures are applied to the data to derive a use-

ful pattern/trend which is forwarded to relevant authorities to enable them mobilize 

into action. In order to guide against loss of crime information, the proposed sys-

tem would cater for data redistribution to all participating datacentres to ensure 

reliability and availability. 
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3.0 Methodology  
 

The proposed method identified four (4) major activities in achieving the research 

aim. According to Erhan (2014), Information systems and artificial intelligence 
technology is a new alternative to manual information processing or computer aid-

ed information processing. It offers the advantage of delivering an optimized result 

obtained quickly by a deterministic approach. The proposed method presents the 

researchers framework for achieving an efficient and real time crime prevention 

and detection techniques. Fig. 1 represents a physical working scenario showing 

the communication established in actualizing the crime prevention and detection 

functionality.  The public users uses a smart mobile devices or Internet enabled 

personal computers to access the web server which is linked to the databases at the 

datacentres of each security agencies where all records of any reported crime or 

actions concluded on such crime are profiled. 

 

 
Figure 1: Physical components of proposed system 

 

3.1. Public Interface 
 
The public interface consists of the Public User and the Web Server. The primary 

aim of this unit is to provide a medium for the general public to report any crime 

committed or provide a tip-off on crime incidents within their vicinity to the secu-

rity agency for profiling and necessary action. The web server, which is hosted in 

the cloud, provides a web interface (website) with which the users can interact and 

fill out online tip-off form and also download mobile phone application for android 

and IOS. The interface allows users to capture and upload additional information 

such as images, voice and video that could assist the security agency in tracking 

down the criminals. A public user who is using his/her smart mobile phone to pro-

vide a tip-off is also required to turn on the GPS facility in the phone to allow in-

stant capturing and transmission of the location from which the crime is being re-
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ported. The responsibility to report crime to the Crime Detection and Prevention 

System (CDPS) is performed by both public user and security agents who may be 

present at the crime scene. Apart from allowing public users to provide information 

on crime incidents, the web application, which is hosted on the web server, helps 

the security agencies to have an overview of crime and criminal records and activi-
ties as reported by the public users and for every action performed by each of the 

security agencies. The web server also provides functionalities of separating crime 

to each agencies that are tasked to prevent, control or provide immediate response 

to such incidence. 

 

3.2. Security Agency 
 

Security Agency is any organization authorized to deal with crime situation with a 

view to preventing any further occurrence. In this work, some of the recognized 

agencies include the NPF, DSS, NSCDC and other agencies linked to the system to 

provide security services. Their function is to receive tip-off on any reported crime 

incidents in form of SMS notification through their smart mobile devices. They 
swiftly mobile the concerned unit/s to deal with the situation, report action per-

formed on the reported/detected crime and profiles such cases for record purpose. 

In addition, the security agency shares real-time information on crime incidents 

with sister agencies for prompt action.  

 

3.3. Datacentre 
 

The web application establishes a connection in such a way that every reported 

crime is profiled into the database hosted in the active (main) datacentre and as 

well updates other (redundant) datacentres accordingly. The datacentre serves as 

the warehouse for all crime data collected as well as provides the facilities for data 
analytics. In other word, datacentre provides facilities for storage and processing of 

crime data.  Each of the security maintains a datacentre which is connected to the 

datacentres of other security agencies for data sharing and to support distributed 

processing. It is designed with the functionalities to enable each security agency to 

have all records/information of crime and criminal existing in a locality. All data-

centres are interconnected by VPN for real-time sharing of information and update 

of crime databases in each datacentre. It allows other datacentres to have access to 

that information to update their database.  If there is any break down or loss of 

communication from the active datacentre, other datacentres may be consulted for 

update, thereby providing backup service to the active datacentre. 

 

3.4. Crime Database 
 

The Crime Database comprises of a cluster of databases of similar attributes stored 

in multiple datacentres. This is where data obtained from public users via the web 

server are stored. 
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A. Structure of the Crime Database. In this study, the crime database is structured 

into 4 databases and hosted in 4 Datacentres identified as Datacentre (A – D).  

They are hosted at the locations of 4 security agencies also identified as Security 

Agency (A-D) as shown in fig 4. One of the Databases is selected as the active 

Database by the Web server for its data transactions. The web server selects any of 
the databases as the active database using certain criteria such as congestion, band-

width and availability. When the active database becomes unavailable, one of the 

remainder 3 databases is promoted to active database. At a certain time interval, 

the active database ensures that the contents of the other 3 databases are updated. 

 
Fig 2: Web server -Database Interaction 

 

B. Crime Data Analytics. Crime data collected from public users which are both 

structured and unstructured, are voluminous in nature. The data, therefore, need to 

be processed with a view to identifying patterns such as trend, frequency of occur-

rence and crime location which could assist security agencies in tracking down the 
criminals. The process requires the application of big data analytics to support the 

processing of data across the 4 datacentres as illustrated in figure 3.0. The setup is 

equipped with the functionalities handle both structured and unstructured terabytes 

and petabytes of data using Hadoop File System (HDFS) with adequate support for 

accelerated parallel mechanism.  
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Fig 3: Functional Framework of the UDSCPD 

 

4.0 Resources and Manpower Capacity  
 

The resources implication of this framework consists of an integrated and function-

al database using a powerful software tools such as c#, Java, Hadoop and MySQL 

for the database design. In addition a highly sophisticated hardware such as routers, 

storage, server computers with higher configuration, real time Internet access with 

high bandwidth need to be made available at each datacentres and the main active 

database. Also, in order to efficiently and effectively manage the system, qualified 

manpower need to be employed. Adequate and up-to-date training, workshop and 

seminars should be provided for the back-end personnel handling the system and 
the security operatives who are to utilize the data to prevent crime. Incentives such 

as wages/salary should be given to the personnel to prevent them from compromis-

ing the security of the system. Additionally, fund should be made available to 

maintain the software and hardware of the propose framework. Confidentiality of 

public user who reports any crime should be protected so as to give user confi-

dence and encourage prompt reporting of any crime incidence. 
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5.0 Limitations of the study  
 

Our proposed system has the following inherent limitations: 

 One of the limitations of the framework is constant supply of power to the 

system at the datacentres.  

 The system requires a high Internet bandwidth for real-time report of 

crime and prompt response from the security agencies. 

 Not all communities are provided with adequate GSM network coverage. 

This may hamper the quick reporting of crime incidents to the UDSCPD. 

 Most public users do not have smart phones that could support access to 
UDSCPD through social media platforms and provide location based in-

formation through GPS. 

 

6.0 Discussion  
 

The system consists of datacentres which house the facilities for data analysis. It 

also supports the use of   mobile applications on smart devices to facilitate quick 

gathering and escalation of crime incidents data in form of text messages, voice, 

video and images. A web server, hosted in the cloud, provides an interface through 

which the user can provide tip-off to the system in form of fill-out online form and 

social media services. The concerned security agency receives a prompt notifica-

tion from the web server on the reported crime requesting immediate action. The 
datacentres on the other hand, serves as the warehouse for all crime data collected 

such that each centre is connected to the other via VPN for sharing of information 

and update of crime database in the datacentres. Thus, in the event of failure of the 

active datacentre, any of the datacentres with optimal path can be upgraded to Ac-

tive datacentre to provide a backup service to the web server until the failed data-

centre for crime database is restored. 

 

 

7.0 Conclusion  
 

The issue of crime prevention and detection will be more simplified as the paper 
proposes an implementable framework for a unified distribution system for crime 

prevention and detection where the system is designed to allow tasks to be distrib-

uted among participating devices so as to reduce time and increase efficiency. The 

system offers a public web interface to enable users provide tip-off on crime inci-

dents. The database profiles the crime data and notifies concerned security agency 

about the reported crime incident to enable them take appropriate action. Further 

research study on this subject would consider the development and implementation 

of the proposed framework for UDSCPD. Text data would be obtained from the 

NPF, NSCDC and some selected security agencies in Nigeria to evaluate the per-

formance and reliability of the system. Also, further research can be done in terms 

of database security whereby encryption should be worked upon to enhance data 

security and integrity. 
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ABSTRACT Community Detection has gained a lot of attention in recent years due to its 
applications in studying human behaviour in various spheres of life and most especially in 
the analysis of criminal networks. In this era of Big Data Analytics, community detection 
has been made easier by the availability of huge sources of data such as the Call Detail Rec-
ords (CDR) of the telephone networks. Recently, focus in community detection is gradually 
drifting from unweighted networks to weighted networks, where the strength of the link 

between each pair of connected nodes is considered rather than just the existence of a link. 
However, existing algorithms for community detection have focused only on direct links 
between pairs of nodes in a network. In this work, an Enhanced Conductance-based Algo-
rithm (ECBA) was develop to detect communities in a network. This was done by synthesiz-
ing the direct and indirect relationship strengths between all pairs of nodes on a weighted 
undirected graph. The algorithm was tested with CDR data using belonging degree and con-
ductance as the decision metrics for community partitioning. Comparison with the original 
conductance-based algorithm shows significant improvement in quality of detection for 

communities of large sizes in terms of average shortest path distances, density, and how 
closely knit the connections are. Test results further show that using indirect relationships 
between pairs of nodes significantly reveals more information about community member-
ship in large networks 

 
Keywords: community detection; social network graphs; binary networks; weighted net-

works; conductance; belonging degree. 

1. Introduction 

 
The massive improvement in technology over the years, especially the technical 

and commercial success of the mobile phones and other handheld devices, has 

made the study of human behaviour or interaction patterns via this medium in-

creasingly useful. Users of mobile phones, either for voice/SMS communication or 

for online social networks, leave digital traces that can be used to understand their 

behaviour and connections over time. Even criminal activities and criminal net-

works can be more easily understood and detected by analysing such data. Among 

the prominent ways this has been done is community detection. 

A network is a group of nodes (or vertices) connected through edges or links. A 

community in a network is a group of nodes having more internal connections with 
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each other than external connections with the rest of the network (Fortunato, 2010). 

They are also called Clusters, Cliques or Cohesive groups (Borgatti, 2009) (Palla et 

al., 2005). Detecting communities of users on a network has gained significant 

growth due to applications such as warm containment in Online Social Networks 

(OSN), data forwarding in delay tolerant networks, routing strategies for MA-
NETS, coding, automatic allocation of small LANs (Lu et al., 2013), detecting 

terrorist or criminal groups, Link prediction, information diffusion, and in biologi-

cal or medical systems (Ahuja et al., 2016). This is commonly done on social net-

work graphs which are made of nodes (users on the network), and edges which 

represent links between the users.  Social Network graphs may be directed or undi-

rected, weighted or unweighted. In a directed graph, the direction of communica-

tion between two nodes is considered, while Undirected graphs are made up of 

unordered pairs of vertices, i.e., direction of communication is not used in carrying 

out analyses. An undirected graph is unweighted (or binary) if a single edge con-

nects each pair of vertices. An unweighted graph (or an unweighted version of a 

graph) is used for analyses when the goal is to simply know which nodes have 

communication links to each other. In this case there is no interest in the extent of 
communication in those links. However, for weighted graphs, there can be multiple 

edges connecting a pair of vertices, highlighting the extent of communication and 

hence, the relative strengths of the links (Lu et al., 2013). 

In this paper, we approach the problem of community detected on weighted and 

undirected networks. Our main contribution is the development of an Enhanced 

Conductance-based Algorithm (ECBA) which not only uses direct relationship 

strengths but also indirect relationship strengths to improve the quality of commu-

nity detection. 

 

2. Related Works  

 
The goal of community detection is to partition a network into dense regions of the 

graph. Each region represents a group of nodes that are closely related, and hence 

are in the same community. Most of the earlier algorithms for community detection 

were based on binary networks. Very prominent among them is one proposed in 

(Girvan and Newman, 2002) which focused on the boundaries of communities 

rather than their core. It is said to be the first algorithm in modern age community 

detection (Fortunato and Lancichinetti, 2009). In their approach edges are removed 

from the network based on Betweeness centrality values. The edges with the high-

est Betweeness centrality are removed, Betweeness is calculated again for the edg-

es affected by this removal, and the process is repeated until no edges remain. 

However, the run time of the algorithm as the number of nodes increase makes it 

unsuitable for large graphs. Cfinder was developed to uncover the structure of 
complex networks by analysing the statistical features of overlapping networks 

(Palla et al., 2005).  A community (a k-clique community) was defined as a union 

of all k-cliques (complete subgraphs of size k) that can be reached from each other 

through a series of adjacent k-cliques (where adjacency means sharing  
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nodes) . It was based on the fact that members can be reached through well 

connected subsets of nodes. This approach allowed overlapping in community 

membership. The community detection was done by setting a threshold weight for 

the links and ignoring links that were below this threshold weight making the net-

work essentially a binary network.  The RAK algorithm which is based on label 

propagation was also proposed in (Raghavan et al., 2007). In this approach, each 

node is first initialized to a unique label which represents the community it belongs 
to, and these labels then propagate through the network. A node would determine 

its community based on the labels of its neighbours. Each node joins a community 

which has the most of its neighbours as members and the labels of the nodes are 

updated at each iteration. As the propagation continues, dense connected groups of 

nodes finally settle for a unique label, and in the end, all nodes with the same labels 

are placed in the same community.  This continues until each node in the network 

has the label to which the maximum number of its neighbours belong to. It is how-

ever possible for the iteration to end with two disconnected groups of nodes having 

the same label. It will require a breadth-first search on the subnetwork of each indi-

vidual group to separate the disjointed communities thus increasing the computa-

tion time and complexity of the technique. 

All of the methods briefly discussed earlier focused on binary networks. In 
such methods, attributes of nodes are emphasized instead of the edge content 

which represent the actual link between the nodes. Even though more challenging, 

edges provide a richer characterization of community behaviour (Qi et al., 2012). 

Most networks are weighted, so community detection is more reliable when the 

actual extent of interaction between nodes is considered (Ovelgönne et al., 2010). 

A notable algorithm for detection of communities in weighted networks is the 

COPRA algorithm (Gregory, 2010). This algorithm is based on the label propaga-

tion algorithm (RAK) discussed earlier. Label propagation is done just like in the 

RAK algorithm only that, in this case, a node can be a member of more than one 

community because of the use of community identifiers. A node is allowed to keep 

more than one community identifier in each label without retaining all of them. 
This algorithm can be used on weighted networks. However, it has the same con-

vergence problem that the RAK algorithm had. In (Tiantian Zhang and Bin Wu, 

2012) a method for finding communities of users by first identifying core nodes 

and finding cliques around those core nodes was proposed. It was argued that hav-

ing global knowledge of the graph required by most algorithms is unrealistic for 

very large graphs. The Strength algorithm proposed in (Chen et al., 2010) used this 

strategy. It consists of finding an initial partial community (the node with the high-

est node strength). The community is expanded by adding tight nodes to the partial 

community until detection is complete for that particular community based on a set 

threshold for belonging degree of the neighbours of that community. The algorithm 

however, degrades in its performance when the overlapping increases. In (Lu et al., 

2013), a conductance-based algorithm was developed. The algorithm is just like 
the Strength algorithm only that a new objective function, Conductance, is used in 

addition to the belonging degree, and here the initial community is a community of 

two nodes in the network with the highest edge weight between the two of them. 
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This algorithm had a dynamic threshold and could perform well on large networks, 

unlike the Strength algorithm. However, like all the previous algorithms discussed, 

indirect links between nodes were not considered. 

Sometimes, friends (and also criminals like fraudsters) live in close proximity 

to each other. This reduces the amount of communication data available to study 
their relationships since most of their communication happen offline (Blackburn et 

al., 2014). Considering indirect connections can help to reveal more information 

about such relationships. According to Granovetter (1973), ―The degree of overlap 

of two individual's friendship networks varies directly with the strength of their tie 

to one another." Thus, nodes with stronger ties to each other are more likely to 

have stronger indirect links or friends-of-friends. In an attempt to determine the 

distance in a communication network beyond which two nodes are no longer likely 

to be aware of each other‘s activities in (Friedkin, 1983), it was observed that two 

persons who were more than two steps away from each other in a network were 

unlikely to be aware of each other‘s work. Work by Christakis and Fowler, (2009) 

also led to a theory that social influence does not end with two people who are di-

rectly connected to each other but continues up to two or three hop relationships, 
though with diminishing returns. Work carried out by Blackburn et al., (2014) fur-

ther verified this. 

 
3. Community Detention with Synthesised Relationship Strengths 

 

Here, we present a method for detecting communities using a synthesised relation-

ship strength (direct and indirect) between pairs of directly connected nodes in a 

network.  

 

A. Synthesised Relationship Strengths 

 

In (XLin et al., 2014), a simple expression for calculating synthesized relationship 

strengths between pairs of nodes in a network was derived. The synthesized rela-
tionship strength is the weight of the link between any two nodes, it is derived from 

the combination of the weights of the direct the indirect paths between the two 

nodes. The synthesized relationship strength RS(vi, vj) between nodes vi and vj  is 

written as  

                                         

                                        (1)      

 

Where  and  a re we ighting coefficients for the direct and the indi-

rect paths respectively. Selecting the experimental values for the attenuation coeffi-

cient and weight coefficient as used in (XLin et al., 2014), The synthesized rela-

tionship strength RS(vi, vj) between nodes vi and vj  
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                                                 (2) 

where  repres ents the direct weight between the two nodes, and d is the 

length of their relationship strength along a given path (number of hops in be-

tween) 

For c two-hop indirect paths with intermediary node , where   is a n

eighbour of both  and , the s um of weights,  across  all 

such indirect paths was calculated as: 

                                                    

                                                                 (3) 

 

For m three-hop indirect paths with intermediary nodes  and , where

  is a n eighbour of ,  is a  n eighbour of , and i

s in a  neighbour of ; the s um of weights,  across  all such 

indirect paths was calculated as: 

                

                                                              
(4) 

Therefore, 

                                                

                                                              (5) 

Hence, 
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(6) 

This was then used in place of  in the  conductance-based algorithm. 

 

B. Metrics Used to Detect Communities 
 

The following metrics were used as objective functions in our algorithm for detect-

ing communities. 

1) Conductance: It measures the fraction of total edge volume that point out-

side the cluster. That is, it measures how well knit a graph is. The lower 
the conductance value, the more connected the nodes are. This can be 

mathematically expressed as: 

                                                      

                    (7) 

 

where  repres ents the number of cut edges 

in the community (which means all edges leaving the community), and 

 is the  total weight of edges in the community.  

2) Belonging Degree: Assuming C is a community in a network; for a node 

; , , a re  n ode degrees and neighbour 

sets respectively. And let  be the  weight of the link between 

nodes u and v (where v is already in the community).  can th en 

be written as: 

                             

        (8) 
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For the community C, and node u, the belonging degree  betwee

n node u and community C is defined as 

                                                         

                    (9) 

C. The ECB Algorithm 

 

The algorithm is made up of two stages: selecting the initial temporary community 
and expansion. It is basically the Conductance-based Algorithm (CBA) in (Lu et 

al., 2013), with synthesized relationship strengths used in place of direct weights 

between all links in the entire process.  The algorithm is as follows 

(a) Input Graph  

(b) Ca lculate synthesized relationship strength between every pair of 

nodes in the network 

(c) If edge set is not empty, select two nodes  and  w ith t he 

highest synthesized relationship strength 

(d) Calculate the Conductance  of the  community   forme

d by  and  

( e) Fi nd all the neighbours (N) of  

(f) Pi ck the neighbour with the highest belonging degree B(w, C) to  

(g) Ad d to  and fo rm a new temporary community  

(h) Ca lculate conductance  of  

(i ) If    , the n , 

go to  (e) 

(j) If , then community  is det ec-

ted 

(k) Remove edge - , go t o  (c) 

(l) End 
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4. Performance Evaluation of the ECBA  
 

The algorithm was tested on two datasets—i.e. the nodobo dataset and ground truth 

data from Zachary Karate Club. 
 

1) Test with Nodobo Dataset 

The Nodobo dataset (McDiarmid et al., 2013) is publicly available. This data was 

retrieved from mobile phones of 27 High School students over a period of 5 

months using a software. It consists of 13035 call records, 83542 SMS records and 

5.2 million proximity records. The part of the dataset used for this research is the 

call records.  Based on the scope of this work, only the source and the target phone 

numbers and call durations were needed. These were extracted and duplicate edges 

(source-destination pairs) were merged. Since this work focuses on undirected 

graphs node pairs were considered as duplicates if they existed as a source-
destination pair, however they were permutated, multiple times. Weights were cal-

culated using call durations for each edge. 

 
 

This pre-processing resulted in 575 nodes with 642 edges.  

The result of the communities detected are shown as compared to that of the origi-

nal Conductance-based Algorithm as shown in Table 1. 

 

Table 1: Detected communities 

 

From the results, it is clear our algorithm generally detected more small-sized com-

munities than the existing algorithm. It showed more details of splits among mem-
bers. Also the largest community detected by our algorithm had 105 nodes. The 

same community (with the same initial node pair), was detected with only 68 nodes 

using the CBA algorithm. Thus, with our algorithm, it was possible to identify 

           Number of members                 Detected by ECBA                    Detected by CBA 

> 5 
>10 
>20 
>30 
>40 
>50 
>60 
>70 

23 communities 
16 communities 
11 communities 
8 communities 
6 communities 
2 communities 
1 community 
1 community 

23 communities 
18 communities 
12 communities 
9 communities 
7 communities 
3 communities 
1 community 
0 communities 
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members of that community which were not detected by the CBA. Other metrics 

used for evaluation include: 

 

a) Conductance 

The performance of the Enhanced Conductance-based Algorithm (ECBA) was 

compared with the Conductance-based Algorithm (CBA) by plotting the graphs of 

their conductance versus community size. The result shows a scatter plot with 

Least Squares lines in Fig 1a. As seen from the least-square lines, the ECBA had 

lower conductance values as community sizes increased from about 20 members 

and above. By definition, the smaller the conductance, the tighter the connection 

(that is, the stronger the relationships) between members in the community. This 

means that the ECBA formed tighter clusters for communities with larger sizes 

(greater than 20) while the CBA formed tighter clusters for smaller community 

sizes. The last two scatter points to the right show that the community detected by 

the ECBA with 105 nodes is much tighter (conductance = 0.02456) than that of the 
same community which was detected as having only 68 nodes by the CBA 

(conductance = 0.2112). Hence, the hidden nodes ignored by the CBA were very 

important members of the community. 

 

b) Average Distances 

The distance between two nodes in a network is the length of the shortest path be-

tween them. For this network, the distances used were inverse of the weights as 

discussed earlier. The average distance is the sum of the shortest path distances 

between all pairs of nodes in the community divided by the community size. Fig 1b 

shows a plot of the average distances for each of the communities formed using the 
ECBA and the CBA against community sizes. The ECBA finds communities with 

lower average distances as the sizes of the communities are increasing, while the 

CBA shows lower average distances for smaller communities (<20).  This can be 

interpreted as the ECBA clustering nodes with a stronger connection with one an-

other (smaller shortest path lengths) than the CBA for larger communities. 

 

c) Average Distances 

The values of the scaled densities for each of the communities detected by both 

algorithms were plotted against community sizes in Fig 1c. The ECBA has a higher 

scaled density up to point 40 on the community size axis and CBA has a higher 
scaled density from point 80 upwards. However, the scatter points show only EC-

BA having a community at all up to 80 nodes in size. Hence we can best compare 

the two algorithms with earlier values than 80. This shows that the ECBA commu-

nities have averagely slightly higher density of clusters than the CBA.  
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(a)                                                       (b) 

 
       (c) 

Fig 1: Graphs comparing performance of the ECBA and CBA 

 

2) Test with Zachary Dataset 

Our algorithm was also tested with the Zachary Karate club dataset. This data is 

from an already known community structure of 34 members of a Karate club ob-

served for three years - from 1970 to 1972. After a conflict between the club‘s 

president and a part-time instructor over lesson fees, members of the club were 
split into two main groups (Zachary, 1977). In this work, a weighted version of the 

karate network was used to test the Enhanced Conductance-based Algorithm. The 

results of the detection were compared with the real life communities observed by 

Zachary. The original communities formed by Zachary are shown in Table 2. 

 

Table 2: Community Structure as observed by Zachary 

 

Commu-

nity 

Members 

1 1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14, 17, 18, 20, 22 

2 9, 10, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 120 

The detection done with our algorithm shows four communities instead of the two 

observed by Zachary as seen in Table 3. However, it was observed that members of 

community 2 and community 4, except for node 9, 29 and 32, were both subsets of 

the community 1 in Zachary‘s original detection. Also, community 1 and commu-

nity 3 in Table 2, except for node 2 and 3, are subsets of community 2 in Zachary‘s 
detection. 

 

Table 3: Community Structure Observed by the ECBA 

 
 

When the pairs of subsets are merged we have the communities as shown in Table 

4. It can be seen from comparing Table 2 and Table 4 that every member of the 

community 1 in the Zachary dataset is also in the first community we have after 

merging the community pairs as shown in Table 4. Also, every single member of 

community 2 in the Zachary dataset is also placed in the second community in Ta-
ble 4. The extra nodes in each of these communities, that is: 2, 3, 9, 14, 20 and 29, 

are overlapping nodes.  

 

Table 4: Merged Communities 

 

 
 

Communi-

ty 

Members 

1 25, 26, 29, 32 

2 1, 2, 3, 4, 8, 12, 13, 14, 18, 20, 22, 29 

3 2, 3, 9, 10, 14, 15, 16, 19, 20, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 

32, 33, 34 

4 6, 7, 17, 1, 9, 32, 5, 11 

Com-

munity 

Members 

2 & 4 1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 17, 18, 20, 22, 29, 32 

1 & 3 2, 3, 9, 10, 14, 15, 16, 19, 20, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 

32, 33, 34 
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Fig 2: (a) Communities as observed Zachary (b) Communities as detected by ECBA 

 

The result of this test shows that the proposed algorithm did not only detect com-

munities but also sub-communities within these communities, showing more de-

tailed clustering of nodes. 

5. Discussion  

 

The results from the detection and evaluation discussed in the previous section 

shows that more community members not seen by the CBA can be detected by the 
ECBA. The results point to the fact that using indirect relationship strength com-

pensates for some of the closely connected nodes that have very little online com-

munication and could hence be mistaken for weak ties. Apart from showing the 

true nature of such links, communities formed showed a great improvement in 

compactness. This also suggests that a higher amount of mutual information is 

shared across the links between members of communities formed via synthesising 

both direct and indirect paths. The test with Zachary karate club dataset also shows 

that the introduction of indirect relationships across the links gave rise to overlap-

ping. Though every member was detected in its correct community, overlaps be-

came very visible and sub-communities could be formed to show greater detail of 

how members related. 

6. Conclusions 

 

In this work, an Enhanced Conductance-based Algorithm (ECBA) for community 

detection in weighted networks with undirected graphs was presented. It was tested 

on a mobile phone dataset and a dataset from a social club with already known 

community structure. Results show that The Enhanced Conductance-based Algo-

rithm outperforms the existing Conductance-based Algorithm in detecting commu-

nities of larger sizes (up to about 20 nodes or more). This work has also revealed 

that detecting communities with both direct and indirect relationship strengths 
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gives more details of node relationships than what is obtained by using only direct 

relationship strengths. 
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ABSTRACT The unabated authoritarian influence which impinges on leadership behaviors, 
policy and programmes in Nigeria‘s state, is a testament of antithesis of governance with 
consequential effects on national security. There is a causal relationship between governance 
and security, especially with the new thinking in security discourse that sees security from 
the perspective of ―humanness‖. This paper attempts to anchor the numerous challenges of 

insecurity in Nigeria at the root of bad governance, which serves as a harbinger of depriva-
tion, corruption, marginalization and discontent. The study made use of qualitative data as 
its main methodological guide. It is noted among others that transparency, accountability, 
and equitable distribution of national resources form a critical factor in security manage-
ment. It also asserted that conceptualizing security from human security doctrine constitutes 
a fundamental strategy for improving governance, at the same time enhancing security man-
agement. 
 

Keywords: Good Governance, security, Democracy, Human 

 

 
Introduction  
 

Governance has been at the centre stage of security discourse, and equally promi-

nent on Nigeria‘s development agenda. Nigeria‘s dismal security management per-

formance has been highly attributable to weak or ineffective governance 

(Imobighe, 2013). This paper tends to situate the crises of security in Nigeria at the 

root of mal-governance. Governance systems in each and every African state, can-

not be divorced from issues of security and development. In fact, they are closely 

associated (Sessay and Ukeje, 2015). The two scholars, argued that both are Sia-

mese twins, joined by heart, which cannot be successfully separated without in-

flicting irreparable damage on the other. The reason is not farfetched; experience 

has clearly shown that the conflict in Niger-Delta requires a coherent strategy for 
the provision and sustenance of soft infrastructures like schools, housing, indus-

tries, electricity, and roads to help in mitigating the rising wave of insecurity in the 

region. The sovereign agitation of south-easterners for a Biafran state demands an 

attention that is methodically rooted in inclusive and developmental governance. 

With disastrous results and consequence in Nigeria, that incoherent governance 
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breeds impunity, corruption, lack of transparency and accountability, disrespect for 

human right and insecurity, and profligacy, among others, which are the antithesis 

of sustainable security and development. 

      The elongated crises of security in Nigeria is a clear depiction of continuous 

desecration of governance that is anchored on the trinity of democracy, develop-
ment and freedom that ensures national security. The ―security-development nexus 

is brilliantly articulated in Mark Duffield‘s Global Governance and the New Wars. 

According to Duffield: 
The very notion of development has been radicalized in the 

process, and now require the direct transformation of Third 
World societies.  This radicalization is closely associated with 
the redefinition of security because conflict is understood as 
stemming from a developmental malaise; under development 
itself is now seen as a source of instability (Duffield, 2001) 

 

The poor quality of governance has contributed in no small measure to the escalat-

ing incidences of insecurity and conflict in Nigeria.  The World Bank has defined 

good governance as a type of governance that is 
―Predictable, open and enlightened termed policy-making, a 
bureaucracy imbued with a professional Ethos acting further-
ance of the public good, the rule of law, transparent process 
and a strong civil society participating in public af-
fairs‖  (World Bank, 1994). 

 

The political development across Nigeria is far from the norms of good governance 

as defined above. The social and economic upheaval that always accompany bad 

governance and the collapse of the developmental state have continued to under-

mine national solidarity and cohesion, threatening national and sub-federal security 

(Alli, 2010) 

      Security being a strategic object, connotes the systematic programme of gov-

ernment design to create harmonious relationship between governance- state and 
society. In this sense, governance denotes that government should be security ac-

countable to its people. The idea of security is innate in human kind and a certain 

understanding of security plays a role in every aspect of life of the individual, 

groups, nation and the international community. The state is generally presented as 

a people organized on the basis of law and development in a given territory 

(Thomas, 2013). It is clear that the state requires the element of the people; law and 

order, territory and development encapsulated in sovereignty to operate. The state 

serves utilitarian purposes and not an end in its self. The primary purpose of the 

state is to ensure a secured people for development Imobighe (2003) adduced that a 

secured state is the one that is reasonably free from, or not exposed to external ag-

gression and internal sabotage. The execution of security practices involves secu-

ritization (a process of articulating rationalizing how and why a factor should be 
treated as a security is sure), enactment of rules and institutional arrangement for 

rules enforcement and the administration of the system to ensure the realization of 

security objectives. 
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      The security threats and challenges in Nigeria are enormously strategic and 

evident but had never been precarious and alarming as in this generation (Thomas, 

2013). There is persisting spate of hostage taking and kidnapping, militant insur-

gencies, pipe line vandalism, ethnic insurrections, fatal inter-community and intra-

community conflicts, inter- religious and intra-religious wars, illegal arms traffick-
ing, armed banditry, political violence and gangsterism. 

      Consequently, the interplay of economic crises, social upheaval and political 

instability expose the inadequacies of Nigerian State in general and exacerbate the 

economic condition of the people to fall further into deprivation and desperation. 

As Nnoli (2006) argued, people who believe that the government no longer repre-

sent their interest seek by all means to overthrow it. Accordingly, it has been ad-

duced that in these circumstances, it is wrong to continue to see security from the 

point of view as external enemies of the people also pose threat to peace and secu-

rity. Thus, in addition to poor governance; rent seeking behavior, primitive accu-

mulation and ostentatious living of the leaders, have combined to generate conflict 

and insurgent activities which threaten national security.  

      The ruling elites in Nigeria has embraced authoritarianism as an instrument of 
support and loyalty to the government. The state apparatus has been hijacked to 

unleash political, economic, and religious polarization, primitive accumulation and 

disempowerment. The nature of governance has been built around personal glorifi-

cation, rather than concentrated on the basis of common wealth. The mismanage-

ment of the commonwealth or the resources of Nigeria by the ruling political and 

economic elites through corruption and cronyism point to the fact that the irrespon-

sible behavior of government connotes colossal security to Nigeria. The recent 

revelation of how national treasury was emptied for the purpose of 2015 general 

elections and the partisan nature of security agencies during the election under-

scores the great in ordinate quest for power even in democracies can negatively 

affect good governance. 
      This norm-less pattern of governance has created an environment of national 

betrayal which have left a huge mark on threat to security in the country. The con-

tinuous rise of ethno-religious inclined form of government constitutes a disturb-

ance to national peace. It is factual to say that, in Nigeria key government policy 

and programs are viewed from the prism of ethnic and religious supremacy. The 

various sections of the country are at ‗war‘ with each other. In the process, the 

country is orphaned by the people as it is denied of patriotic support. Every section 

of the country supports the country for whatever advantage it can get and disowns 

it whenever it perceives that its political advantage is in jeopardy. Support for the 

country is conditional and instrumental rather than principled or entrenched. Nige-

ria, therefore, carries a heavy burden of unresolved issues ranging from such basic 

issues as the nature of its federalism, allocation of powers, funding of government, 
administration of domestic security, political appointments and staffing of bureau-

cracy, regulation of religions. With this plethora of critical issues, some resort to 

faith and divine grace to say that Nigeria is well and kicking. 

      It is factual and evident to characterize the nature and system of governance in 

Nigeria as weak, ineffective and umpteen rudderless. At the crux of governance 

capacity is leadership, which the Nigerian state suffers in quantum deficiency. 
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Even the advent of democratization and democracy that serves as the locomotive of 

functional governance in other climes, have failed to re-clone itself in Nigeria. Ef-

fective democratic governance, its values and institutions constitute a factor of 

security management. However, managing conflict by democratic means and using 

its carefully engineered structures and set of institutions to equitably distribute the 
resources of the state to all segment of the society forms part of improving govern-

ance capacity to strategically address security challenges in Nigeria. 

        

Methodology  
 

This study applied qualitative research approach as its methodological insights. It 

also relied on secondary sources of data in its analysis, like archival materials, text-

books, internet or online materials, journals and other relevant publications. Con-

scious efforts were made in analyzing all secondary data objectively.  

 

Conceptual Background  
 
Governance  
 

The world bank- defines governance as the manner in which power is exercised in 

the management of a country‘s economic and social resources for development 

(World Bank, 1989). Many scholars (Botchway, 2001; Nanda, 2006; Smith, 2007) 

have built on and expanded this world bank definition of governance and have 

come up with some parameters for determining what should constitute good gov-

ernance (Imobighe, 2013). These include: democratic practice, transparency, ac-

countability and bureaucratic efficiency. 

 Etymologically, both terms, good and governance, involve a conception of 

both ethic and aesthetic of politics. Ethics or moral conception refers to good poli-
tics as opposed to the bad. This paper sees good governance, effective governance, 

functional governance and reliable governance as semantics without changing the 

original meaning of the discourse governance. Aesthetic conception or artistic, in 

the sense that the words government and governance have Greek origin, meaning 

rudder of a ship or the steer of a ship. Thus government is a mechanism or political 

complex embracing the entire organs of the state for control of the people. While 

governance is the process of politics or the art of holding the steer (rudder); the art 

of piloting a ship bound for far way horizons so that it can arrive safely without 

mishap. In the context of the state, governance is the act of governing the society, 

the art to direct the state to ensure good functioning for political institute and of the 

state organs for a harmonious societal development (Sylla, 2001). Simply put, gov-

ernance is the art of governing, or what you could call the management of public 
affairs. It can also be referred to as the work which government do. It also relates 

to the process of granting public power and the use to which such power is put, 

which ideally should be for service to the people (Imobighe 2013). To the concep-

tual understanding of this paper, governance connotes the expertise, skills and cre-

ativity to judiciously manage the resources of the state and direct its affairs with 

transparency, accountability and probity for the purpose of harmony, cohesion, 
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peace, are in a political organization or society. In consonance with this note, it is 

imperative to see selfless and purposeful leadership and political elites mobiliza-

tion towards formulating and implementing people centered policies and programs 

as the bulwark of governance. 

 
Security  
 

Security, the freedom from danger, risk, care, intimidation apprehension, the feel-

ing or assurance of safety, the peace of mind or absence of fear, constitutes the 

fundamental objectives and indeed the foremost responsibility of the state and eve-

ry government (Thomas, 2013). A proper understanding of security is important 

for an adequate explanation of National security challenges. Security is a key con-

cept in the social sciences that refers to framework and dimensions, applies to indi-

viduals, issue areas, social conventions, and changing historical condition and cir-

cumstances. There seems to be lack of definitional consensus on security. Howev-

er, the perspectives that have been expounded by Imobighe and Buzan will aid in 

understanding the concept. It is necessary to note at length the definition offered by 
T.A Imobighe. He states that: 

Security has to do with free from danger, or with threat to a 
nation‘s ability to protect and develop itself, promote its cher-
ished values and legitimate interest and enhance the well-being 
of its people. Thus, internal security could be seen as the free-
dom from or the absence of those tendencies which could un-
dermine internal cohesion and the corporate existence of the 
nation and its ability to maintain its vital institutions for the 
promotion of its core values and socio-political and economic 

objectives, as well as meet the legitimate aspiration of the 
people (Imobighe, 1990). 

 
The Elucidation of the concept of security that Buzan presents goes a little further 

in that he identifies three levels at which security can be analyzed. These are the 

individual level, the national level and the international level. Buzan concedes that 

at the level of the individual, it is difficult to provide an all-encompassing defini-

tion of security (Oche, 2001). Nevertheless, the value that individual attempt to 

secure tend to be the same and these include life, health, status, freedom and 

health. The threats which individuals try to achieve security from what he refers to 

as social threat which are of three main types. These are physical seizure or de-

struction of property; threats to rights such as denial of civil liberties and thereat to 

position or status such as demotion or public humiliation (Buzan, 1983). At the 

level of the nation-state, security assumes a slightly different perspective. It is a 

level reference is made to the concept of national security which involves essential-
ly, the ability of a nation to protect its internal values from external threats. These 

internal values include the idea and conception of the state that is held by its citi-

zen; the political economic and social institution within the state; and the geo-

graphical and territorial base of the state with all its endowment. 

     At the international level, security derives from the perceived need and require-

ment of nation-states to defend their core national values against the pursuits of 
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other states. The perception of threat from the international environment compels 

states to increase their level of security in the neighboring states. 

     Over the years, we have witnessed the systematic expansion of the frontiers of 

security as more and more people with different socio-economic, political, cultural 

and environmental backgrounds bring new perspective to bear on the subject. This 
has resulted in the emergence of a broader view of security that addresses all hu-

man vulnerabilities; be they economic, political, social, military, environmental 

threats to his physiological need, his values or identities. Adopting this broader 

view in this discourse, means our vision of security will not be limited to the con-

ventional state- centric definition of the concept in which security relates to the 

elimination of threats to the territorial integrity or physical existence of the state. 

Rather this paper endeavors to construct security around human person and his 

needs. This piece of discourse emphasis is on human security. 

 

Good Governance as a corner stone of human security  
 

This study has been able to establish a theoretical linkage between governance and 
security. Logically, the aspect of security it covers is the ―new thinking‖ in security 

discourse that is human security. Governance is a concept dedicated for solutions 

for human needs both individually and collectively for national solidarity and uni-

ty. Accordingly, security is increasingly understood to be about development, jus-

tice and fairness, all of which can only come through good governance (Alli 2010). 

Most of the threats to security in Nigeria are caused largely by the absence of gov-

ernance. In the wider world most of the threats to peace and security also emanate 

from real or imagined injustice, oppression, exploitation, deprivation and marginal-

ization. 

 The term ―human security‖ may be of recent origin, the ideas that underpin 

the concept are far from new. For more than a century, since the founding of the 
international committee of the Red Cross in the 1860s- a doctrine based on the 

security of people has been gathering momentum (Hubert, 2007). 

 The specific phrase, ―human security‖, is most common associated with the 

1994 UNDP Human Development report, an attempt to capture the Post-Cold war 

peace dividend and redirect those resources towards the development agenda. The 

definition advance in the report was extremely ambitious, human security defined 

as the summation of seven dimension of security; economic, food, health, environ-

mental, personal community and political (Hubert, 2001). By focusing on people 

and highlighting non-traditional threats the UNDP made an important contribution 

to post- cold war thinking about security. It went further to explain that: 
―for long security was narrowly interpreted as security of terri-
tory from external aggression or as protection of national inter-
ests in foreign policy or as global security from the threat of a 
nuclear holocaust. It has been related more to nation-state than 
to people, forgotten were the legitimate concerns of ordinary 
people who sought security in their daily lives. For many of 

them security symbolised protection from the threat of disease, 
hunger, unemployment crime, social conflict and environmen-
tal hazards‖ (UNDP 1994). 
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It is believed that security must go beyond the classical conventional theory and 

embrace a development component; meaning it must impact positively on the gen-

eral well-being of all the people (Imobighe 2013). As the UN Secretary General, 

Ban Ki-Moon (2012) rightly remarked arms cannot address the grave security con-

cerns rising from demographic trends, chronic poverty, economic inequality, envi-
ronmental degradation, pandemic diseases, organized crime, repressive governance 

and other developments. Indeed, arms will eat up the resources required for the 

satisfaction of those tangible human needs. 

      Mo Ibrahim [Chair of the Board of Mo Ibrahim Foundation which sponsors 

Ibrahim Prize for Achievement in African Leadership] appreciates this linkage be-

tween governance and security and has decided to invest in the promotion of good 

governance. The Mo Ibrahim index is a new framework for assessing the equality 

of governance in Africa. Five criteria have been established for carrying out this 

assessment; safety and security, rule of law, transparency and corruption, participa-

tion and human rights and sustainable economic governance. 

      Human Security does not supplant national security. A human security perspec-

tive asserts that the security of the state is not an end in itself. Rather, it is a means 
of enduring security for its people. In this context, state security and human securi-

ty are mutually supportive. Building an effective, democratic state that values its 

own people and protects minorities is a central strategy for promoting human secu-

rity (Hubert, 2001). At the same time, improving the human security of its people 

strengthens the legitimacy, stability and security of a state. When state are external-

ly aggressive, internally draconian, or too weak to govern effectively, they threaten 

the security of people. Where human security exist as a fact rather than an aspira-

tion, these conditions can be attributed in large measure to the effective governance 

of states. 

      It is obvious that the purely militaristic state-centric and regime centered ap-

proach to Nigeria‘s security has failed to deliver peace and security in the country. 
Nigeria has failed to consciously improve its governance capacity, which we noted 

before, has to do with the manner the affairs of the country is conducted on a day 

to day basis especially the way the nation‘s resources is managed and the style the 

decisions affecting the people are taking. The critical choices the country‗s leaders 

make as to what resources to exploit, how the resources should be allocated and 

utilized  and the manner of public participation in the decisions affecting them are 

all issues of governance which are critical to the stability of the nation (Imobighe, 

2013) . 

      Altruistically, conforming to values of governance and democratizing leader-

ship attitudes by championing the supremacy of peopled centered policy objectives 

constitutes a strategic management of security in the country. Until we get these 

issues right the country cannot have the security which everyone desires even if we 
field the strongest and most sophisticated armed forces and the best security agen-

cies in Africa. At the moment, it does not appear that Nigerian leaders know that 

the manner they manage the country‘s affair on a daily basis has serious implica-

tions for the nation‘s security. Their ravenous attitude and behavior when it comes 

to the management of public funds is an indication that the Nigerian political elite 
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have not got those critical issues of governance that impinge on security right 

(Imobighe, 2013) 

 

The emerging threat to Nigerian security  
 
Youth unemployment is a cross-cutting challenge in Nigeria. It is mass youth un-

employment and the hopeless plight of the teeming idle youth that serves as con-

tributory factor to Nigeria militancy, kidnapping and political violence. It is ironi-

cal, that national security effort largely depends of strengthening the coercive appa-

ratus of government rather than use policy instrument to eliminate the conditions 

that bred societal discontent and chaos. The Boko Haram insurrection is also root-

ed in the manipulation of the unemployed youth with tainted religious ideologies to 

torment crises against the state. Any country with a predominantly youth popula-

tion unemployed and idle understood the potency of such threat to its national se-

curity. The situation is such that the government had to admit in its transformation 

agenda (2011-2015) that ‗the Nigerian economy is experiencing growth without 

employment‖: adding that ―the unemployed population is at present dominated by 
youth who are mostly, school leavers, with senior school qualifications and gradu-

ates from tertiary institutions‖. The government further remarked that ―the national 

composite employment data shows that rate of unemployment surged from 11.9 

percent in 2006 to 14.6 percent in 2007 and 21.1 percent in 2010. The ruling re-

gime in Nigeria is not accountable to its citizen, and at the slightest suggestion of 

resistance to tyranny, it resort to brutish violence to silence it. 

      The agitation by ethnic nationalities clamoring for a sovereign state of their 

own ethnic nation is assuming a monumental security disturbance to the nation. 

The activities of the movement for the actualization of sovereign state of Biafra 

(MASSOB), indigenous people of Biafra (IPOB) Odua Peoples Congress (OPC) 

and other groups from Niger-delta signifies that the state lacks the capacity to initi-
ate  developmental agenda that will calm the wave of frustration discontent in the 

polity. Rather than look into the reason for their agitation, the main focus has been 

to deploy the full weight of the country‘s coercive power to suppress or eliminate 

those regarded as the agitators, the defiant elements or trouble makers within the 

society that is those who are dissatisfied with the existing state of affairs. Basically, 

no inclination has been shown to probe into the causes of discontent in order to 

apply appropriate measures to address them administratively.  

      The Nigerian state is replete with the obvious signs of institutional ability to 

respond to the challenges of governance. The absurdities of political class have 

weakened the institutional internal capability to regulate political excesses and 

interference. This trend constitutes a gigantic threats to governance and security in 

the country. When governance is answerable to individualistic dictation and crony 
innuendoes, it means that the state is dangling between failed or failing pendulum. 

The massive looting and corruption that is prevalent in Nigeria‘s security sectors is 

alarming. The current (since 2015) trials that is undergoing over the state of 2.2 

billion dollars perpetrated (allegedly) by Dasuki, the former national security ad-

viser, and some top military officers underlines the colossal deficiency in our secu-

rity governance where transparency, due process and accountability in manage-
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ment of national resources is elusive. The money meant for security was diverted 

for political activities. The unabated corruption in Nigeria‘s bureaucracy consti-

tutes its greatest security threats.  

 

Conclusion  
 

This paper has attempted to draw an analogy of Nigeria‘s current security predica-

ment in relations to the nature of governance in the country. It discussed how ef-

fective governance system can be tantamount to security management. It saw the 

problem of security challenges in Nigeria as the failure of governance to adequate-

ly address issues of discontent, corruption, deprivation, poverty and inequality. The 

main finding of the study is that government have invested enormous energy and 

resources to engender security from the classical point of view, rather than pursue 

security management from the human security perspective that governance syn-

chronized with it. At the primacy of governance output is the resolving of the fun-

damental variables of conflicts triggers and catalysts by ensuring judicious, equita-

ble, transparent, responsible etc. management of national resources for solidarity, 
harmony and peace among the people. 
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Design and Implementation of Autonomous Ground 
Control Station for Surveillance UAV  
 
E.N. ONWUKA, A.J. ONUMANYI & YUSUF YUSUF FOLAWIYO 
Federal University of Technology, Minna, Nigeria 
 
 
ABSTRACT One of the world‘s challenges in the contemporary time is insecurity at both 
national and international level. Across the globe, both governments and individuals are 
devising various ways to improve the security of life and properties. It has been observed 
that different environments and areas require different ways to resolve its insecurity issues. 

Unmanned Arial Vehicle (UAV) has become one of the tools being used to address some 
national security problems. This is particularly necessary in hostile environments or large 
facilities where it is not cost effective to have enough security personnel to man all the place 
at all times – an example is a big campus. Currently, the quest in UAV research is autono-
mous control of its missions. In this paper, the design and implementation of autonomous 
ground control station (GCS) for a micro UAV for campus surveillance is presented. The 
aim of this paper is to create and implement an unmanned aerial vehicle ground control 
station for manual and autonomous control of an UAV. The Gidan kwano campus of the 

Federal University of Technology Minna, was used as a case study for the implementation. 
The work does not entail manufacturing a UAV from scratch, but it requires selection, and 
modification of pre-fabricated UAV frames and then to develop and install the electronic 
and software controls. Works have been done on autonomous UAVs, but we are yet to have 
a UAV control algorithm indigenous to our environment. The autonomous control system 
was implemented on a Java desktop application software that drives UAVs through way-
points to surveillance missions. The type of artificial intelligence employed in this work is 
the expert system that uses inference engine to make decisions based on information re-
ceived from the UAV telemetry circuit. The driving algorithm works by arming the UAV at 

a reference point, the UAV is then rotated to the direction of the mission, and it is moved 
forward by the GCS until it reaches its destination. The results obtained from field trails 
were promising, the manual control of the GCS worked efficiently, the telemetry circuit was 
able to send information from the UAV to the GCS for analysis and proper planning of the 
UAV mission, and the autonomous control of the GCS was able to arm the UAV as well as 
control it through waypoints to its mission. The developed system can be used for military 
operations such as surveillance missions and aid delivery purposes, and commercial purpos-
es such as goods delivery services. 
 
Keywords: Unmanned Arial Vehicle, UAV, artificial intelligence, autonomous ground con-
trol station, GCS, 

 

 

1. Introduction 
 

As early as 1920, multicopter vehicles were being designed, built, and used for 

experimentation with aerial vehicle projects (Anton Nakazawa, 2013). Unmanned 
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Aerial Vehicle (UAV) systems are aerial vehicles without on-board human pilots, 

which involve widespread human participation to achieve effective flight manoeu-

vres (F.B. da Silva, 2007). A modern UAV requires a lot of people to monitor sev-

eral operations on the UAV during flight missions. Therefore, there is a significant 

amount of human interactions with the UAV system during flight operations, this 
is probably why confidence on UAVs remains to grow in military and civilian 

tasks. UAVs are planned from the onset to accomplish a particular task. So, all 

UAV systems have features that distinguish them from other air vehicles and they 

are usually categorised by the abilities of the UAV such as the flight-altitude, flight 

range and size of the UAV (Austin, 2010). They come in a variety of sizes, designs 

and functionalities, for example, the target and decoy, exploration, combat types, 

research and development, civil, and commercial UAVS. Initially, UAVs were 

controlled remotely but autonomous control is now becoming prevalent (Austin, 

2010). It is envisioned that autonomous UAVs will be very useful in the area of 

security surveillance due to their ability to carry high definition cameras and their 

ability to operate in stealth mode at a very high altitude.  

      One of the world‘s challenges in the contemporary time is insecurity at both 
national and international level. These are brought about by political unrest, reli-

gious intolerance all which has given rise to suicide bombings, kidnapping and the 

like.  Across the globe, governments, groups, and individuals are devising various 

ways to improve the security of lives and properties. It has been observed that dif-

ferent environments and areas require different ways to resolve its insecurity is-

sues. It is believed that refining security tools, such as UAVs, for better perfor-

mance is necessary and should be a continuous exercise. Moreover, countries 

should design security tools that are customised to their peculiar security challeng-

es. In this work, a ground control station for Unmanned Aerial Vehicles (UAVs) 

with autonomous and manual control is presented. This is designed to be used for 

surveillance operations in a campus environment. To achieve this the following 
subsystems were developed: (i) a telemetry circuit that can send control commands 

to a UAV and return data from the UAV‘s GCS, (ii) the GCS driver software for 

autonomous control of the UAV was developed on a java platform, (iii) an android 

App for manual control of the UAV, this is necessary because manual control of 

the UAV may be necessary sometimes. The Gidan kwano campus of the Federal 

University of Technology (FUT) Minna, was used as a case study for the imple-

mentation. 

      Gidan Kwano campus of the Federal University of Technology Minna is very 

big, covering about 10,000 hectares of land. There is yet no perimeter fence around 

this property, moreover, less than a quarter is currently occupied by the university. 

Certain security challenges like encroachment by villagers and cattle rearers, which 

among other ills, destroy agricultural research farms and sometimes attack stu-
dents, are experienced. The encroachment of the University land, if not checked, 

will lead to eventual loss of such properties. It will be extremely expensive and 

inconvenient to employ and manage enough security operatives to patrol this ex-

panse of land regularly, in order to check excesses. It is envisioned that the use of 

UAV will greatly reduce the cost of securing the campus, especially if this UAV is 
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locally enhanced. The enhancement done in this work is incorporation of the au-

tonomous GCS with alternate manual control.  

 

2. Related Works  
 
Several works such as autonomous quadcopter docking system have been done on 

autonomous UAVs, but the algorithm employed in these UAVs are either ineffi-

cient or not expressed clearly, moreover, to the best of our knowledge, we are yet 

to have a UAV control algorithm indigenous to our environment. UAV applica-

tions have been changing from military applications into civilian uses such as aeri-

al photography, environmental surveillance, warehouse delivery, and disaster relief 

operations. Most UAVs are often found to be expensive and complex. Moreover, 

researches are still ongoing in micro UAVs some of which are bio-stimulated pro-

jects (Matt Parker, 2011). These designs are modelled in the form of insects and 

birds, but just as the huge military UAVs are also costly. It is apparent that the mi-

cro-UAVs are too small to satisfy the essential technology (Matt Parker, 2011). 

Though modern-day technology is quickly changing and improving, UAVs devel-
opments began decades ago, even before the first manned airplane flight occurred 

in 1903. The initial efforts were made in France in the year 1782 by the Montgol-

fier brothers (Matt Parker, 2011). 

      Micro unmanned aerial vehicles are a fascinating point of study, (Matt Parker, 

2011) made a research in this area and showed that there are several prototypes, 

some of which are motivated by animals such as the flapping wing model. Authors 

in (Andrew Gallagher, 2014) worked on surveillance UAV, the drone developed in 

the work was light and able to meet the weight requirement of 1.8 kg as well as 

transmitting video wirelessly. This work went beyond wireless transmission of 

video as it incorporated autonomous control. In (Matt Parker, 2011), the work was 

based on extending the transmission range of a UAV up to two miles radius, which 
was very effective. (Mitra, 2013) tried to explore the possibilities of an autono-

mous UAV, the designed model was able to detect red surfaces and land on them 

autonomously, but in this design, the UAV will also land on any red surface detect-

ed even the ones not meant for it to land on. 

Though all drone models have several features that distinguish them from others, 

they are frequently characterised by their functionality or magnitude of the aerial 

vehicle that is needed for the execution of the mission (Anton Nakazawa, 2013). 

According to (Anton Nakazawa, 2013), the terms presently in use for classification 

of UAVs extend a range of models, from the high altitude long endurance (HALE), 

which is an airplane of 35 m or greater wing span, down to the Nano air vehicles 

(NAV) that could be just of  40 mm span. Classifications of UAVs according 

(Anton Nakazawa, 2013) are as follows: 

i. HALE – High altitude long endurance. Over 15,000 m in altitude and 

more than 24hours fortitude. They can carry out enormously long-distance 

(trans-global) exploration and surveillance and can be equipped. They are 

frequently used by Air Forces from fixed air bases. 
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ii. MALE – Medium altitude long endurance. 5,000–15,000 m in altitude 

and 24 hours fortitude. The carry out missions that are like the HALE 

models but normally work at somewhat shorter distances, but still ex-

ceeds 500 km, and as well from fixed air bases. 

 
iii. TUAV – Medium Range or Tactical UAV with range between 100 and 

300 km, these UAV are smaller and operate inside simpler models than 

HALE or MALE and are functional also by land and naval forces. 

 

iv. MUAV or Mini UAV – relates to UAV below a certain mass below 20 kg, 

but not as small as the MAV, these UAVs are proficient of being hand-

launched and operate at distances that are up to about 30 km. These are, 

also, employed by mobile battle groups and predominantly for various 

civilian uses. 

 

v. Micro UAV or MAV. The MAV was initially defined as a drone with a 

wing-span no greater than 150 mm. This has now been slightly relaxed 
but the MAV is primarily needed for missions in urban locations, predom-

inantly inside structures. It is essential to fly gently, and preferably to hov-

er and to ‗perch‘ —i.e. to be able to stop and to sit on a wall or post. 

MAV are commonly anticipated to be thrown by hand and consequently 

winged models have very low wing loadings which ensure that they are 

very susceptible to atmospheric instability. This is the type of UAV em-

ployed in this work. 

 

vi. NAV – Nano Air Vehicles. These are said to be of the size of sycamore 

seeds and used in groups for purposes such as radar misperception or im-

aginably, if camera, propulsion and control sub-systems can be made 
small enough, for ultra-short range observation. 

 

vii. RPH, remotely piloted helicopter or VTUAV, vertical take-off UAV.  The-

se UAVs are proficient in vertical take-off. They are ordinarily proficient 

in vertical landing, and what can be sometimes are of even bigger opera-

tive importance, such as to hover flight through a task. 

 

viii. UCAV and UCAR. These are UAVs which may fire weapons or even par-

take air-to-air battle. These are assumed the initials UCAV for drone bat-

tle air vehicle.  

 

2. Design Methodology  
 

2.1.   System Description 
 

The UAV used in this work comprise of: a QAV250 frame, four brushless D.C 

motors with two clockwise and two counter-clockwise 5030 propellers attached to 

them. The motors are controlled by ESCs (Electronic speed controllers) that vary 
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the brushless D.C motors‘ speed and direction of rotation. The UAV‘s primary 

parameters are controlled by a CC3D flight controller which is interfaced with an 

Arduino microcontroller. The arduino microcontroller is responsible for the com-

munication between the UAV‘s artificial intelligence system and the ground con-

trol station. Two half-duplex transceivers of 400 MHz are used as full duplex and 
were used for transmitting data from the UAV to the GCS, as well as sending con-

trol commands to the UAV. At the ground control station, the RF transceivers are 

connected to the Java desktop application running on windows operating system 

via two serial ports. The Java desktop application is responsible for sending flight 

commands to the Arduino microcontroller residing on the UAV as well as retriev-

ing the UAV information on the GCS. The design schematic is shown in figure 1, 

while the overall system flowchart is shown in figure 2. 

 

 
Figure 1: System design schematic 
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Figure 2: System flow chart. 

3.2 Design Implementation 
 

The implementation of the design was carried out in four phases which are: (i) the 

assemblage of the UAV chassis, (ii) the design of the UAV telemetry circuit, (iii) 

the design of the manual control system of the ground control station, and (iv) the 

design of the autonomous control phase of the ground control station.   

 

(i) UAV Assemblage: the UAV chassis was selected after a thorough comparison 

of the available mini UAVs. The Lumenier QAV250 mini FPV Quadcopter Carbon 

Fibre edition chassis was the mini UAV chassis chosen, it is shown in Figure 3. 
Other parts of the UAV that made up the assemblage includes: Lipo Battery, Flight 
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controller, Brushless D.C. motors, Electronic speed controllers (ESCs), and NTSC 

FPV Camera. 

(ii) UAV Telemetry Circuits: The telemetry circuit is the circuit responsible for 

sending data from the UAV to the ground control station, it sends data such as the 

GPS coordinates of the UAV, the number of satellites the drone‘s GPS is locked 

onto, the yaw, pitch, and roll values of the UAV. It also receives control commands 

from the UAV ground control station. The telemetry circuit was separated into two 

parts in this work. The first part is the downlink circuit that sends the UAV‘s infor-

mation to the GCS, and the second part receives control messages from the GCS, 

both circuits transmit in the range of 400MHz – 500MHz.  

 
Figure 3: QAV250 Chassis. Source (www.lumenier.com) 

 

The downlink part of the telemetry circuit sends the following data to the GCS for 

proper planning and control of the drone when it is in autonomous mode: Number 

of satellites the UAV‘s GPS is locked onto, the Latitude position of the UAV, the 

Longitude position, the Yaw value, Roll value, and pitch values, the altitude of the 

UAV above sea level. The uplink part of the telemetry circuit receives the follow-

ing control command messages from the GCS for the manoeuvring the UAV: Yaw, 
Pitch, Roll, and Throttle values. These control commands are received via the up-

link RF receiver that operates at 410 MHz, which is a different from the downlink 

frequency in order as to avoid interference between the two signals. The message 

received by the RF receiver is decoded by the arduino Nano that it is connected to. 

The message is then converted to pulse position modulation signal which is sent to 

the flight controller for appropriate flight action on the UAV. 

      Pulse position modulation is a kind of signal modulation whereby Q message 

bits are encoded by transmitting a single pulse in one 2Q likely needed time shifts. 

This reoccurs every T seconds in a way that the transmitted bit rate is Q/T bits per 

second. It is suitable for fast and accurate transfer of data from the GCS to the 

flight controller. A complete PPM frame is about 22.5 ms. The signal low state is 
always 0.3 ms and it normally begins with a high state of about 2 ms with each 
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channel (8 channels) being encoded by the time of the high state which is given by 

the formula  

 

PPM high state + 0.3 x (PPM low state = servo PWM pulse state (µs)                            

(1) 
 

(iii) GCS Manual Control Design:  The Ground Control Station (GCS) manual 

control design implementation was done by interfacing an Ebyte RF transmitter 

with a Bluetooth module, which is connected to an android application that can be 

used to send control commands to the UAV. The Graphical User Interface (GUI) 

of the android application is shown in Figure 4. Once the GCS transmitter re-

ceives control message from the Bluetooth module, it forwards it to the receiver 

residing on the UAV and the command is effected on the UAV. 

 
               Figure 4. Android Application GUI design 

 

(iv) GCS Autonomous Control Design:  The driving algorithm works by arming 

the UAV at a reference point. The GPS coordinates of the drone are acquired from 

the UAV downlink telemetry circuit and the drone is now shown on the Map. The 

mission information is then fed into the GCS by the operator. The autonomous 

control starts by arming the UAV, rotating the UAV to the direction of the mission, 

and it is moved forward by the GCS until it reaches its destination. Any alteration 

in the path of the UAV is corrected by the flight controller and when the flight con-

troller fails, it is corrected by the GCS autonomous control algorithm. 
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      The GCS autonomous control was implemented with an expert system. An 

expert system is used to pass the knowledge of controlling the UAV to the UAV 

GCS java desktop application. Expert system was implemented by testing the UAV 

in manual mode in different locations. The latitude and longitude information re-

ceived from the UAV through the downlink telemetry gives the GSC knowledge of 
where the drone is in space, and the distance to be travelled to execute the mission 

is known to the GCS. Any disorientation of the UAV is noticed by a difference in 

the yaw value of the UAV and it is then corrected by the GCS if the drone fails to 

correct it appropriately. The graphical user interface (GUI) of the Java desktop 

application is shown in figure 5. 

 

3. 4. Results  

Figure 5 shows a screen shot of the designed GUI of the developed Java desktop 

application. Figure 6 presents a picture of the manual flight test of the UAV, while 

figure 7 shows a picture of the drone as it is being armed for surveillance mission. 
Figures 8 – 11 show the responsiveness of the java desktop application during an 

autonomous missions.  

 

Figure 5: Java desktop application GUI  
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Figure 6: Manual Flight test (this test shows that the drone responds to the manual 
control) 

 
 Figure 7: Flight test  



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 147 

 
Figure 8: Mission Flight 1  

 
 Figure 9: Mission Flight 2  
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Figure 10: Mission Flight 3 

 

 
Figure 11: Mission Flight 4  
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5. Discussion  
 

The figures 5- 11 show the results obtained during various tests of the designed 

system. The evaluation of the designed manual system was carried by testing the 

manual control of the GCS on the campus grounds. Figure 6 presents a picture of 
the manual flight test using the developed android application for manual controls, 

this means that the drone responds to the manual control system. Being on android 

platform, it means that with a smart phone, one could manually control the drone 

when necessary. The autonomous system was evaluated by using the developed 

Java application to carry out surveillance missions. Figure 5 shows a picture of the 

Java desktop application when a mission waypoints were being marked, the white 

dots joined by lines shows the different waypoints the UAV will be navigated to 

during the execution of an autonomous mission. Figure 8-11 shows different posi-

tions of the UAV on the map as an autonomous mission was being executed. 

      This designed model is a prototype that covered about 500 meters radius, range 

expansion is possible but will require an increase in the capacity of the battery for 

longer flight time to cover a greater distance. The range of the antenna used on the 
UAV will also be increased for better reception of signal to and from the GCS. The 

effective range of a UAV for surveillance is about 1km radius. For proper coverage 

of a large campus, multiple number of this micro UAVs will be deployed. Our fu-

ture research will be focusing on communications between UAVs while on mission 

such that there could be transmission of control and mission information from one 

UAV to another to ensure coverage of a wider perimeter.  

 

6. Conclusion  
 

This paper presented the design and implementation of an unmanned aerial vehicle 

ground control station for campus surveillance with autonomous control, using the 
Federal University of Technology Minna as a case study. It explored the creation 

of an artificial intelligence system using an expert system approach. An alternate 

manual control with an android application was developed to manually control the 

UAV by interfacing it with a Bluetooth module. The android application could 

control the four basic parameters of an aerial vehicle; the roll, pitch, yaw and throt-

tle. The Java desktop application was developed using Java Programming lan-

guage. The autonomous control works by an operator marking out the waypoints 

the UAV will go through. Once the waypoints have been marked, the autonomous 

system will rotate the UAV to the direction of the waypoint and move it there, it 

will do this for all waypoints to the end of the mission. The system created, besides 

campus surveillance, can also be employed for military uses such as aid delivery 

purposes, surveillance, and it can also be used for commercial purposes such as 
goods delivery services. 
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ABSTRACT Terrorism is one of the biggest threats to the peace and stability to Nigeria and 
has evidently threatens national security and socio-economic developments. The activities of 
the terrorists have created atmosphere of siege and desolation, which have impediment to 
trades, investments, peaceful co-existence and stability, as well as sustainable livelihood and 
development in Nigeria especially in North East Region. In order to combat this menace of 

terrorism in Nigeria, there is a need for proactive, reconnaissance, sustainable and invalua-
ble intelligence gathering framework. This paper explain how Social Media Analytics which 
is one of the big data analytics can be harnessed an Indispensable Counterterrorism Frame-
work to generate intelligence gathering of the activities of the terrorists or terrorist‘ groups 
such as membership, motivation, and operational modalities, foreclosing sources of inspira-
tion, funding and recruitment through analysis of social media such as YouTube, twitter, 
istagram, Facebook among others. The paper recommended both open-source Social Media 
Analytics available such as Gephi, igraph, NetworkX, and that of commercial ones such as 
i2 Analyst, Sentinel Visualiser, among others, where all what the Nigeria Security Agents 

have to do is start entering data so as the analyze the activities of the terrorists activities on 
social media.     
 
Keywords: Social Media Analytics, Big Data, Big Data Analytics, Social Media, Terrorist 

 

 

1. Introduction  
 

Terrorism is a sort of violence that uses one-sided violent approach against civil-
ians. It also engages uneven violent confrontation against a stronger adversary, 

which could be a state or a group of states (Ekaterina, 2008).  Terrorism is no 

doubt, it one of the biggest threats to global peace and stability in the contemporary 

times. Since the beginning of this millennium, the incidences of the terrorism have 

been on a steady rise worldwide. In Africa, indeed the manifestation of terrorism 

has been evident in some countries like Cameroon, Somalia, Mali, and Nigeria. In 
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Nigeria, the phenomenon has found expression in the emergence of Boko Haram 

insurgency in 2009. The Boko Haram appears to be the most visible security threat 

to the country and launched violent attacks on the Nigerian State, killing thousands 

of people and destroying public and private properties in different parts of the 

country (United States Embassy, Nigeria, 2014). Globally, the group is now la-
beled as one of the most deadly insurgent/terrorist groups in the world. Like most 

of the terrorist groups, it seems to defy several counter terrorism measures intro-

duced by the Nigerian government (Ayuba, 2013). 

      Social media are computer-mediated tools or online platforms that allow indi-

viduals, companies and organizations to create, share, or exchange information, 

career interests, ideas, and pictures/videos in virtual communities and networks.  

(Buettner, 2016). The Social Media which have no doubt flooded every facet of 

human endeavor and are also being taken advantages by terrorists to propagate 

their extreme ideologides, recruit new members, train their members, communicate 

and conspire with international linkages, and raise funds among others.  Arising 

from this background, this paper recommends that, the Social Media Analytics as 

an Indispensable Counterterrorism Framework to improve Intelligence Gathering 
towards Combating Terrorism in Nigeria through analysis of the Social Media plat-

forms such as facebook, twitter. youtube among others so as to uncover the activi-

ties of Boko Haram such as membership, motivation, and operational modalities, 

foreclosing sources of inspiration, funding and recruitment.  

 

1.1 Social media and Terrorism  
 

Social media are web or mobile based interactive platforms through which individ-

uals, communities and organizations to create, share, or exchange information, 

career interests, ideas, and pictures/videos. Social Media consists of websites such 

as YouTube (video-sharing), Twitter and Tumblr (micro-blogging), Facebook 
(social networking), StackOverflow (community based question and answering), 

Delicious (social bookmarking), online wikis, message boards and discussion fo-

rums. Social media platforms are highly participatory and collaborative in nature in 

which users can easily share content and post messages and comments (Kietzmann 

et al.,2011). Because of its cheap affordability, convenience and easy broad-reach 

of social media platforms, terrorists groups have increasingly use them to propa-

gate their ideologies, spread their messages, recruit members, raise funds and gath-

er intelligence.  Today, almost 90 percent of terrorists‘ activities on the Internet 

take place via social media platforms (Gabriel, 2014). There are many instances 

where terrorists used social media for their activities, in 2008, Jose Pimentel was 

arrested for preparing bombs to use in attacking targets in New York City. Before 

his arrest, Mr. Pimentel had been active on-line. He ran a blog, held two YouTube 
accounts, and operated a Facebook profile, all dedicated to jihadi propaganda. In 

another instance, illustrates terrorist recruitment in the homeland via social net-

working, in December 2009 a group of five men in Washington, DC were arrested 

in Pakistan for attempting to join militants fighting along the border with Afghani-

stan. Later to become known as the Virginia Five, they were reportedly contacted 

by a Taliban recruiter through YouTube after one of the members of the group 
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praised an online video showing attacks on American troops (Department of 

Homeland Security, 2014)., Notorious terror group, Taliban has been active on 

Twitter since May 2011, tweeting under the handle @alemarahweb and has more 

than 7,000 followers. However, the account is currently suspended. In December 

2011, it was discovered that the Somalia-based terror cell Al-Shabab was using a 
Twitter account under the name @HSMPress. Since opening on December 7, 

2011, the account has amassed tens of thousands of followers and tweets frequent-

ly (Jenkins, 2016). 

      In Nigeria, however, terrorist groups particularly Boko Haram has increasingly 

turned to social media to communicate with and motivate their followers and sup-

porters. The group has exploited social media, most notoriously Youtube and Twit-

ter, to send its propaganda and messaging out to the world and to draw in people 

vulnerable to radicalization. An Arabic-language Twitter account purporting to be 

the official outlet for a Boko Haram media group called Al-Urwah al-Wuthqa was 

launched and immediately promoted by key pro-IS media operatives in 2015. Boko 

Haram is using exploitation skills to influence propaganda. For instance, the launch 

of the Boko Haram Twitter account has streamed several videos to show the public 
its success on the ground (BBC, 2015).            According to a report by the US 

Department of Homeland Security, 2015 listed various terrorist uses of Facebook 

which include the following: 

i. As a way to share operational and tactical information, such as bomb reci-

pes, weapon maintenance and use, tactical shooting, etc. 

ii. As a gateway to extremist sites and other online radical content by linking 

on Facebook group pages and in discussion forums. 

iii. As a media outlet for terrorist propaganda and extremist ideological mes-

saging. 

iv. As a wealth of information for remote reconnaissance for targeting pur-

poses. 
 

2. Methodology  
 

The methodology of the study is qualitative and exploratory in nature using only 

secondary data obtained through the review of related academic and non-academic 

publications. Qualitative research methodology involves studies that do not attempt 

to quantify their results through statistical summary or analysis and it typically 

involves interviews and observations without formal measurement. On other hand, 

exploratory research methodology is use to formulate a research problem for more 

precise or an in-depth investigation or for using hypothesis from an operational 

aspect. The methodology aids the researchers to clarify their understanding to a 

problem and asses the phenomennon in a new light. Moreover, exploratory 
research is used when problems are in a preliminary stage, when the topic or issue 

is new and when data is difficult to collect and it is effective in laying the 

groundwork that will lead to future studies like this research. (Saunders et. al., 

2003). 

      The paper draws insights from scholarly exegesis and empirical historical 

evidences that dangerous terrorist group in Nigeria is Boko Haram, and it is a 
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greatest threat to Nigeria‘s national security. The group had been using the Social 

Media to publish a stream of propaganda, including several videos, even though 

there has been some disruption to its media activities following the suspension of 

the original account by Twitter in 2015. The paper discussed how big data 

analytics called Social Media Analytics such as Gephi, igraph could be used to 
generate intelligence gathering towards combating terrorism in Nigeria.   

 

3.1 Big Data  
 

Big data can be defined as data that exceeds the processing capacity of 

conventional database systems. Therefore, it is too big, moves too fast and doesn‘t 

fit the architecture of the structure of database (Edd, 2012). Data becomes big data 

when its volume, velocity, or variety exceeds the ability of typically IT systems to 

ingest, store, analyze, and process it. Many organizations have equipment and 

expertise to handle large quantities of structured data—but with the increasing 

volume and faster flows of data, they lack the ability to ―mine‖ it and derive 

actionable intelligence in a timely way. Not only is the volume of this data growing 
too fast for traditional analytics, but the speed with which it arrives and the variety 

of data types necessitates new types of data processing and analytic solutions 

(Oracle, 2013). 

      There are six characteristic of big data which include the following:- 

i. Volume: the quantity of generated and stored data for every second. This 

determines the value and potential insight- and whether it can actually be 

considered big data or not  

ii. Velocity deals with the pace at which data flows in from sources like 

business processes, machines, networks and human interaction with things 

like social media sites, mobile devices, etc. The flow of data is massive 

and continuous.  
iii. Variety: describes different formats of data that do not lend themselves to 

storage in structured relational database systems. Thus, it refers to the 

many sources and types of data both structured and unstructured 

iv. Veracity:  What is the provenance of the data?  Does it come from a relia-

ble source?  It is accurate and by extension, complete. Thus, veracity re-

fers to the biases, noise and abnormality in data. Is the data that is being 

stored, and mined meaningful to the problem being analyzed. 

v. Volatility refers to how long is data valid and how long should it be 

stored. In this world of real time data you need to determine at what point 

is data no longer relevant to the current analysis 

vi. Validity means is the data correct and accurate for the intended use.  

However, IBM data scientists break big data into four dimensions: volume, variety, 
velocity and veracity. Figure 1.1 info graphic explains and gives examples of each. 
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Figure 1.1: IBM Four V's of Big Data 

 
The ways in which Big Data is revolutionizing business are much appreciated be-

cause it has transformed the global business landscape. Organization are analyzing 

hug volumes of diverse, fast changing data gain new insight that help run their 

business better and get advantage over the competitors. However, the big data may 

also be leveraged to transform security intelligence gathering landscape. Since the 

activities of terrorist in Nigeria are in an unstructured form then, the application of 

Big Data would help to deepen proper understanding of these data for better deci-

sion making (Nwanga et. al. 2014). 

      With Big data, Nigeria may have the ability to achieve superior value from 

analytics on data at higher volumes, velocities, varieties or veracities. With higher 

data volumes, Nigeria can take a more holistic view of its security intelligence 

gathering of the activities terrorists in the past, present and likely future. At higher 
data velocities, Nigeria can ground its counter terrorism decisions in continuously 
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updated, real-time data. With broader varieties of data, Nigeria can have a more 

nuanced view of the matter at hand. And as data veracity improves, Nigeria can be 

confident that it is working with the truest, cleanest, most consistent data. 

 

3.2 Big Data Analytics 
 

Big Data Analytics is the use of advanced analytic techniques against very large, 

diverse data sets that include different types such as structured/unstructured and 

streaming/batch, and different sizes from terabytes to zettabytes thus big data. 

(IBM, 2016) Big Data Analytics are big data platforms that provide a scalable, 

robust, and low-cost option to process large and diverse data sets; however, the key 

is not in organizing and managing large data sets but to generate insights from the 

data.  This is where specialists such as data scientists come into the picture, inter-

preting and converting the data and relationships into insights. Big data analytics 

can reveal insights hidden previously by data too costly to process, such as peer 

influence among customers, revealed by analyzing shoppers‘ transactions and so-

cial and geographical data. Being able to process every item of data in reasonable 
time removes the troublesome need for sampling and promotes an investigative 

approach to data, in contrast to the somewhat static nature of running predeter-

mined reports. (Zeng et. al. 2010) 

      Nigeria Security Agencies can use big data analytics to uncover patterns in a 

wide variety of unstructured data generated from social media and associates the 

patterns with security intelligence gathering outcomes. It can be harnessed to detect 

unusual, interesting, previously unknown, or new patterns of terrorists‘ activities 

particularly boko haram in data generated from social media.  

 

3.3 Social Media Analytics   
 
Social media analytics is a term used to describe the process of gathering and con-

solidating unstructured raw data from social media channels like Facebook and 

Twitter and analyzing it to support planning and decision making. It can also be 

defined as an evaluating big data informatics tool and framework to collect, moni-

tor, analyze, summarize, and visualize social media data so as to extract useful 

patterns and intelligence (Zenge et. al. 2010). Unstructured data is everything from 

social media posts and sensor data to email, images and web logs and it is growing 

at an unprecedented pace and increasing exponentially.  

      Social Media analytics is used to process, measure, analyze and interpret the 

unstructured data generated from interactions and associations among people, top-

ics and ideas discussed on social media and converting them into insights, which 

help may some businesses in identifying areas of their customer satisfaction or any 
customer grievance for a product. Likewise, Social Media Analytics can be used to 

tap and analyze activities of the terrorists (Boko Haram) on social media platforms, 

convert them into insight, which may assist Nigeria Security Agencies to identify 

terrorist‘ locations and generate early warnings and real-time alerts to improve 

situational awareness.  Therefore, it may to also provide Nigeria Security Agencies 

with huge amounts of critical, relevant information, including specific events and 
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occurrences, relationships between terrorists (Boko Haram) and their respective 

affiliated organizations and even recruitment tactics.     

  

4. Social Media Analytics: Indispensable Counterterrorism Framework 
 
Today, there are almost 2.3 billion active social media users in the world; Social 

media giant Facebook has nearing 1.65 billion users, thus almost a quarter of the 

world‘s population and Twitter alone has reported to have 100 million people log 

in to its site every day. And these numbers are set to increase as social media out-

lets compete for more users by improving their service. Twitter recently announced 

new ways for people to share richer content by rolling out a series of changes de-

signed to make the service easier and more intuitive. However, Social media are 

proving to be valuable tools for terrorists or terrorist groups‘ internal communica-

tion and for reaching larger audiences around the world.  In Nigeria, the notorious 

terror group known as Boko Haram increasingly relies on social media to com-

municate its message, and builds links with other Islamist organizations. . In Janu-

ary, 2015, the group launched its official Twitter feed—a sign that it is learning 
from the likes of Al Qaeda and the Islamic State (ISIS) and has repeatedly for over 

3 years embarked upon massive propaganda using social media to demoralize the 

Nigeria Army. 

      Accessing and analyzing voluminous and unstructured raw data generated from 

various social media‘ platforms would be a potential source of intelligence gather-

ing towards improving national security in Nigeria. Therefore, Nigerian Security 

Agencies may deploy and harness Social Media Analytics to analyze the infor-

mation that is produced and exists through the social interaction of Nigerians espe-

cially among suspected terrorists or terrorist groups on various social media net-

works so as to improve their intelligence gathering. However, understanding the 

nature, relationships and content of social media is essential for effective situation-
al awareness, intelligence gathering, counter terrorism and insider threat scenarios. 

Social Media Analytics can be an indispensable counterterrorism framework that 

would enable proactive monitoring, analysis, and engagement through extremist 

social media networks and their associated digital properties such as website. This 

may help to have a treasure-trove for information on terrorists or terrorist‘ groups 

either directly posted or indirectly referred to.  

      There are many open-source Social Media Analytics available such as Gephi, 

igraph, NetworkX, SNAP among others which require a fair amount of software 

development and data analysis and that of commercial ones such as i2 Analyst, 

Sentinel Visualiser, SilentRunner Sentinel among others, where all what the Nige-

ria Security Agents have to do is start entering data to analyze the connections be-

tween a suspect terrorist and individuals in its relationship network quantitatively 
and qualitatively, either through numerical or visual representation. The networks 

can consist of anything from families (immediate and extended); professional links 

(office colleagues or the suspect‘s business-cards folder); membership on network-

ing sites such as Facebook, LinkedIn, and Twitter; social circle; mobile phone rec-

ords; and various others.  
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      Nigeria Security Agencies would be able to analyze social media by harnessing 

Social Media Analytics for intelligence gathering towards combating terrorism in 

Nigeria need to, among other things: 

 Detect specific, credible terrorist‘ threats or monitor adversarial situations. 

 Geospatially locate terrorists or terrorist groups and analyze their move-

ments, vulnerabilities, limitations, and possible adverse actions. 

 Predict likely developments in the situation or future actions taken by 

terrorists or terrorist groups (by conducting trend, pattern, association, and 

timeline analysis). 

 Detect instances of deception in intent or action by terrorists or terrorist 

groups for the explicit purpose of misleading law enforcement. 

 Develop domain assessments for the area of interest (more so for routine 

scenarios and special events). 
 

5. Implications for Nigerian Security Policy and Decision Making 
 

For effective harnessing of the Social Media Analytics to improve Intelligence 

Gathering towards Combating Terrorism in Nigeria the following challenges need 

to be addressed:- 

 

i. A big data department in every security agencies, need to be established 

and be saddled with the responsibility of harnessing the social media ana-

lytics to uncover the activities of terrorists or terrorist‘ groups. 

ii. A comprehensive and total synergy relational ship among those depart-
ments for collaborative and effective intelligence gathering need to be 

established, maintained and monitored by the Office National Security 

Adviser. 

iii. Highly Qualified Personnel need to be recruited or trained 

iv. Uninterrupted power supply and internet service need to be provided at 

each department concerned 

v. All the necessary relevant laws, regulations and policies need to be 

amended or formulated for effective startup of the usage of the analytics 

toward improving national security.           

 

6. Discussion 
 
Terrorism is of the greatest threat to national security and peaceful co-existence 

and it spreads fast like wild fire ready to consume and object close to it. Terrorists 

or Terrorist‘ Group had since used the various social media to communicate with 

and motivate their followers and supporters. Therefore, with big data, Nigeria may 

have the ability to achieve superior value from Social Media Analytics on unstruc-

tured data at higher volumes, velocities, varieties or veracities generated from vari-

ous social media towards improving national security.  The paper expatiates how 

Social Media Analytics can be used as an Indispensable Counterterrorism Frame-

work to collect, monitor, analyze, summarize, and visualize unstructured data gen-

erated from interactions and associations among terrorists or terrorist‘ groups so as 
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to improve intelligence gathering towards combating Terrorism in Nigeria. Har-

nessing the Social Media Analytics for intelligence gathering by Security Agencies 

in Nigeria towards combating terrorism may help to achieve the following: 

i. Capture terrorists‘ data from various social media to understand their atti-

tudes, opinions and trends and so as to prepare and plan for counter ac-
tions. 

ii. Predict terrorists‘ behavior and improve counter actions by anticipating 

terrorists plans so as to recommend the best counter actions 

iii. Create customized campaigns against terrorism that resonate with social 

media participants. 

iv. Identify the primary terrorist recruiters within specific social network 

channels and target them with unique counter-terrorist action 

 

7. Conclusion  
 

Social media offer terrorists or terrorist‘ groups enormous reach of audience that 

knows no borders or nationalities. With the help of the social media, terrorists or 
terrorist‘ groups especially Boko Haram get unlimited access to impressionable 

young people sharing similar ideas. In order to combat the terrorism in Nigeria, 

there is need for proactive, reconnaissance, sustainable and invaluable intelligence 

gathering via analysis of social media for effective counter-terrorism. However, the 

paper illustrate how Social Media Analytics can be used an Indispensable Counter-

terrorism Framework to improve Intelligence Gathering and a  complementary 

source of intelligence gathering to Security Agencies in Nigeria towards combating 

terrorism. 

 

8.  Limitation  
 
Nigeria, like many countries in the world, faces terrorism challenge, which be-

comes one of the greatest threats to its national security. However, the study only 

explores how big data analytics called social media analytics can be harnessed by 

Nigeria Security Agencies to generate intelligence gathering of the activities of 

notorious terrorist group known as Boko Haram  on various social media towards 

improving national security. The study only also recommends both commercial 

and open source social media analytics that can be harnessed.       
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ABSTRACT Seismic waves experienced prior to earthquake are the primary and the sec-
ondary waves. This paper investigates the time lag after the primary wave before the occur-
rence of the secondary (destructive) wave. The aim is to allow for necessary warning signals 
and safety steps to be taken prior to the impending disaster. Seismometer records from pre-
vious earthquakes were used in this investigation, putting into consideration the time lag 

between the primary and secondary waves. Other parameters considered include the magni-
tude, the epicenter distance, the seismic station‘s distance and the direction (in azimuths). 
Consequently, a prediction model was developed from the derived data using Artificial Neu-
ral Network (ANN). Data obtained from earthquakes of magnitude 6.0 to 7.0, based on 
Richter‘s scale, was used to train the ANN. The results therein showed high performance, 
with regression values greater than 0.9 and root mean squared errors of 0.1003-0.1148 for 
the most satisfactory architecture. The final results showed that the developed ANN model 
achieved a high performance, hence, adequate for this type of application. 
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1. Introduction  
 

Earthquakes are the result of plate tectonics, and it occurs when energy is released 

in the earth crust resulting in seismic waves. Earthquake occurrence varies spatially 

and its prediction has been a goal of mankind for millennia (Wiemer 2000). The 

basics in earthquake prediction begins with measuring the changes in distance 

(geodetic), also a creep-meter can be used; this is a device to measure movement 

across a fault line. In (Liu et al. 2013), a measure of the change in slope on earth‘s 

surface using a tilt-meter is considered, this inclinometer measures small changes 

on the ground and on physical structures. Other changes in the properties of physi-

cal structures can also be measured; solid rocks are highly resistive but under ex-
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cessive strain, they develop cracks and shatter, thus allowing water to percolate 

through, resulting to increase in its conductivity (Furen 2010). Seismologist uses 

various tools for earthquake prediction analysis, the most common of this is the 

seismograph machine (or seismometer) which detects and records seismic waves. 

For a region‘s seismicity factors considered includes: the air ionization around rock 
surface which increases prior to earthquakes (Freund et al. 2009), the geology of 

the area, location of faults, the earthquake history of the area, the previous earth-

quake intensities and evidence for recent fault movement. 

Further useful works give reviews on various animal behavioral anomaly 

(Bhargava et al. 2009), the possibility of prediction from physical climatic ele-

ments using neural networks (Maitha et al. 2011), evidence on the relationship 

between seismic electric signal (SES) with earthquake focal mechanisms (Varotos 

& Alexopoulos 1982), and the use of wireless sensor networks in earthquake moni-

toring (Azzam et al. 2011). 

      In addition, (Kirschvink 2000; Adi & Schnytzer 2011; Grant & Halliday 2010) 

considered behavioral activities (seismic-escape response) put up by some animals 

in response to the precursor to be helpful in earthquake prediction. These animals 
through natural selection are forced to develop anticipatory mechanism for predict-

ing possible natural disasters. Although, the issue with the belief that certain ani-

mal do anticipate earthquakes is that it is poorly supported by evidence (Grant & 

Halliday 2010). 

      In another related approach, called the VAN method, coined from the initials of 

the three Greek scientist (Varotsos, Alexopoulos and Nomicos). They found out 

that seismic electric signals which results to variations in the earth‘s electric field 

occurs prior to an earthquake. Depending on this SES‘s types, the earthquake can 

be predicted to occur within days to weeks (Varotsos et al. 2006). This has attract-

ed a high level of debate, which has been majorly on how to distinguish between 

similar electric signals from natural occurrence like thunderstorms and other man-
made disturbances (Moustra et al. 2011). In (Kai Tan & Xiushan Cai 2010), data 

from earthquakes of magnitude 3.5 and greater collected from 1970 to 2008 in 

Yunnan region (22-28oN, 98 -104oE) were used to predict earthquakes in 1999-

2008 and verified using the Support Vector Machine (SVM). 

      The mitigation to earthquakes is in its prediction which could be long term, 

medium or short term. In short-term prediction, specific information of the earth-

quakes time and location is given within minutes, weeks, or months and are there-

fore very useful for public safety and evacuation (Uyeda et al. 2009). This method 

of prediction has attracted extensive research lately. Most earthquake studies in the 

past were basically on understanding the basics; its occurrence and extent of dam-

age. Prediction study on this area only started in the 1980‘s (Zuniga & Wyss 1995). 

      Seismograph is used to detect and record seismic waves and the seismic meas-
urements are the basis for short-term prediction (Uyeda et al. 2009). There are two 

basic types of seismic waves; the primary wave (P-wave) and secondary wave (S-

wave). Though a third wave exists that is called the surface wave (this is the result-

ing wave formed when the P & S-waves combines at the surface). This research 

work presents a novel approach which focuses on the prediction of the arrival time 

of the S-wave after a P-wave has been detected. It further shows how the time lag 
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between these two wave forms can be computed using Artificial Neural Network 

(ANN). 

      This work uses a supervised learning strategy in ANN. The supervised learning 

can also be termed ‗learning with a teacher‘. Illustration for this kind of learning 

uses a teacher. The teacher is believed to have full knowledge of the system, this 
knowledge is given in a set of input-output mapping, but the neural network does 

not know this. Thus, the knowledge of the system is transferred from the teacher to 

the neural network to a certain degree measured with statistical tools. While in 

contrast, unsupervised learning looks at how systems learn to represent input pat-

tern in ways to reflect the structure of the entire collection of the inputs. For this 

method of learning, there are no explicit target outputs associated with the inputs. 

The remainder of this paper is organized as follows: Dataset description in section 

II, section III shows the ANN Model Development. The result and its discussion is 

presented in section IV. Finally, in section V the conclusion and limitations are 

presented. 

 

2. Dataset Description  
 

A number of factors are known to influence the occurrence of earthquake and these 

factors have varying effect on the strength as well as impact of the quake. The sam-

pled seismic data set used for this study was obtained from the World Data Center 

for Seismology in China, measured from January, 2012 to August, 2014. The da-

taset contains varying values of five key parameters namely; the distance, the azi-

muth, the measured magnitude, the depth and the time lag between the primary and 

the secondary waves. The range of values for the parameters are as depicted in 

Table 1.  

 

Table 1: Dataset description and their value ranges 

 
  
Characteristically, the distance (D) measured in degrees, is the representation of 

the distance from the earthquake‘s source and the seismological station (point of 

observation); the Azimuth (Az) is a clockwise measurement referenced from the 

earth‘s true north, also in degrees; the Magnitude (M) is the measure for the earth-

quake‘s primary wave as recorded by the seismograph at the station; the Depth (D) 

is the distance from the earthquake‘s hypocenter (wave origin) to the epicenter, and 

finally, the time lag (Ts-Tp) is the time difference between the arrival of the first 

primary wave and the first secondary wave signals. 

Parameters Value range 

Distance (degrees) 8.8-164.6 

Azimuth (degrees) 0-358 

Measured Magnitude (Richter) 6.0-7.0 

Depth (meters) 5,000-80,000 
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A total of 86 earthquake cases were sampled from 1,478 stations, and they were all 

of the magnitude range of 6.0 to 7.0 (Strong earthquakes) on the magnitude scale. 

The choice of this magnitude range is because of the frequency of occurrence 

amongst the earthquake classes that poses serious threats to lives and properties. 

Table 2 shows the classes of earthquakes base on the magnitude and their effects. 
 

Table 2: Earthquake magnitude, effect and annual frequency (source UPSeis) 

 
 

3. Artificial Neural Network (ANN) Model Development  

 
In this work, the design of an ANN model that will give a significantly high level 

of generalization (prediction) for the time lag between the primary and secondary 

earthquake waves is presented. 
      The structure of the neutral network is as shown in Figure 1, this depicts the 

perceptron process, with ,.. representing the input parameters.  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Magnitude Earthquake Effect Annual Frequen-

cy 

8.0 or more Can totally destroy communities near the epi-

center 

One in 5-10 

years 

7.0 – 7.9 Causes serious damage 20 

6.1 – 6.9 May cause a lot of damage in very populated 

areas 

100 

5.5 – 6.0 Slight damage to buildings and other structures 500 

2.5 – 5.4 Often felt, but only causes minor damage 30,000 

2.5 or less Usually not felt, but can be recorded by a seis-

mograph 

900,000 
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Figure 1: A detailed perceptron process 
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The input neurons buffers the inputs ×i (×1, ×2,..×n) to the neurons in the hidden 

layer. Summation of inputs is done in each neuron j of the hidden layer, where the-

se inputs are weighted with the inter-neuron connection weights wji and the output 

yji is computed as a threshold function of the sum using equation (1). 

 

 
 

In the Multilayer Perceptron (MLP) structure, the threshold function is a continu-

ous derivative. The goal is to minimize the error function, which is achieved by 

finding the squared error of the network. Equation 2 gives how the training weights 

are adapted: 

 
 

Where  is the  learning rate; it determines the level of modification to the 

link weights (w) and node biases base on the change rate and direction. 

A ―momentum‖ term (µ) is added to help the network skip over the local minima 

and successfully reach the global minimum, while still maintaining the change rate 

and direction. This is adopted into the weight update equation as shown in Equa-

tion (3), while the change rate for both the output and hidden neurons are comput-

ed as given in Equations (4) and (5) respectively: 

 

 
 

For the output neurons, 

 

 
For the hidden neurons, 

 
And training continues until the error function reaches a target minimum value. 
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The parameters considered for this prediction work are; the distance (D), the azi-

muths (Az), the measured magnitude (M), the depth (Ep), the measured time lag 

(Ts-Tp). 

      The design for a neural network on MATLAB adopts certain systematic proce-

dures. In general, these five basic steps are followed; importing the data, prepro-
cessing data, building the network, training the network, testing the network and 

evaluating the system‘s performance. The data is first grouped in two sets; the 

training set and the testing set. In the preprocessing stage, normalization of the data 

set is applied. This is necessary considering the range of values of the parameters 

which largely varies. The design program for this work follows the flow chart pre-

sented in Figure 2. 

 

In the training, the network is taught how to generalize for the presented data set. 

These data sets consist of input-output pairs. The neural network learns from the 

input and updates its weight; this is why it is termed a supervised learning, since 

the neural network is taught what the output should be from the input set intro-

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flowchart for developing MLP using MATLAB 
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duced to it. Figure 3 shows the neural network MLP architecture, presenting the 

network flow from input to the output for the design. 

      The architecture used has four (4) inputs neuron, one (1) hidden layer with hid-

den number of neurons varied from 3-7, 10 & 20. Each of this architecture was 

trained and tested with a learning rate (η) of 0.1 to 0.9. The network was observed 
while varying the number of neurons in the hidden layer, the momentum constant 

and also the learning rate for the 9 different structures, and the best performing 

structures are selected. The training is stopped whenever any of the network‘s per-

formance parameter is met. 

      After training is completed, the network is tested with unseen data and the out-

put compared with the target (measured result). This is to check how well the net-

work can generalize (predict output from the unseen inputs). Checking the perfor-

mance is carried out using statistical measures on the obtained results: the root 

mean square error (RMSE), the mean absolute error (MAE) and the mean bias er-

ror (MBE) are computed with the formulas as given in Equations (6), (7), and (8) 

respectively: 

 
Where, n is the number of samples. t is the target output (measured value), and O is 

the network output (predicted value). 

 
If MAE=RMSE, it means all the errors in the sample are of the same magnitude.

  

 
For every simulation, the computed values are recorded in excel and used to evalu-

ate the system‘s performance. The performance of the trained network on testing 

data is the focus; it is most important measure of the training success. 

 
4. Results and Discussion  
 
Several network variations were investigated. The computed data for the network 

architecture with satisfactory performance are given in Tables 3 and 4 for this sec-

tion. Table 3 gives the best result for the different architectures while varying both 

momentum constant and the learning rate for the eight different architectures. 
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Table 3 Statistical performance evaluation for the different ANN architectures 

In Table 3, the notation 4-2-1 implies 4 input neurons, 2 hidden neurons and 1 out-

put. The RMSE and MAE values are found to be better using a momentum con-

stant of 0.01 (µ=0.01). Also from the table, we can deduce that the best overall 

RMSE value was at five (5) hidden neurons with a momentum constant of 0.01, 

while the test using the three (3) hidden neurons gave the best RMSE with the mo-

mentum constant of 0.001.  

      Another observation from Table 3 is that the RMSE and MAE values were 

considerably consistent from N=2 to N=7. This indicates that optimal performance 

of the network was within this range and then much increase from N=10. The per-
formance plot of the training also indicates a good training. The performance plots 

selected for N=5 for µ=0.01 is seen in Figure 3.  

Architec-

ture 

Test error statistics at µ=0.01 Test error statistics at µ=0.001 

 RMSE MAE MBE RMSE MAE MBE 

4-2-1 0.1241 0.0955 0.1241 0.2139 0.154 -0.0247 

4-3-1 0.1126 0.0925 -0.0243 0.2009 0.1474 -0.0024 

4-4-1 0.1072 0.0937 -0.0079 0.2132 0.1526 -0.0236 

4-5-1 0.1003 0.0867 -0.0661 0.2173 0.1555 -0.0222 

4-6-1 0.1065 0.0899 -0.0054 0.2193 0.1468 -0.0054 

4-7-1 0.1049 0.0915 -0.0553 0.2175 0.1387 -0.0318 

4-10-1 0.1188 0.0998 -0.0439 0.2142 0.1497 -0.0252 

4-20-1 0.1132 0.0971 -0.0414 0.224 0.1576 -0.0047 
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The plot as seen in Figure 3 shows that the best validation was reached at epoch 

seven (7), even though the training still proceeded for 7 more epochs and with a 

mean square error of 0.024839. Also the test plot is noticed to be similar with that 

of the validation. Figure 4 gives the linear regression between the output and the 

target for the training, validation, test and all three results combined. 

 

Figure 4. Schematic of the regression plot at N=5 for µ=0.01 
 

The R-values shown in Figure 4 are all greater than 0.9. This is an indication of a 

very good fit for the training data and it shows how very close the output of the 

network and the target (measured) values are. The training stops whenever any of 

the performance goal is met. Also in Figure 5, it is observed that the network gave 

a better result (i.e. a lower root mean square value), for the testing when a momen-

tum constant (µ) of 0.01 than when using 0.001. For the different training using 

varying number of hidden neurons, it is observed that this trend is maintained. 
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5. Conclusion  
 

From the result, this research work does not only present the possibility of earth-

quake prediction using the primary and secondary earthquake waves (P & S-
waves), its performance evaluation also shows a high confidence for its adoption as 

a prediction model. The neural network was trained to a level that it was able to 

achieve a very good generalization from the input parameters (distance, azimuth, 

depth of the source and the magnitude of the received primary wave) & the output 

(time-lag between the P & S-waves). A limitation to this proposed model is the 

high amount of data sampling required for effective training. This will require a lot 

of computational resources. As such, for an effective and efficient implementation 

of this model on an industrial scale, it is recommended that large computing and 

processing machines be used. 
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Improved Influence Factor Scheme for Detecting In-
fluential Nodes in Mobile Phone Network 
 
ELIZABETH N. ONWUKA, BALA A. SALIHU & SHERIFF MURTALA 
Federal University of Technology, Minna, Nigeria 
 
 
ABSTRACT The number of mobile phone users is increasing tremendously. Network of 
users are formed using the call (or social) interactions between these mobile phone users. 

Such networks could be represented using social network graphs where the nodes represent 
persons and the edges are the communications between them. In such networks, communi-
ties of nodes with certain commonalities could be identified using community detection 
techniques. It should be noted that in every community there are usually nodes that have 
high influence, referred to as influential nodes. Knowledge of such nodes helps to under-
stand the communities better and to relate with the community members. For example, re-
moval of influential nodes from a criminal community will collapse the community and 
probably also the network they belong to. Also, influential nodes could be used to feed in-
formation to an entire network. Therefore, it is important to accurately identify nodes that 

are prominent in a network. For these reasons, work on techniques for identifying influential 
nodes in communities is currently receiving attention in the research arena.  One such tech-
nique in literature is the influence factor scheme, which indicates how important an individ-
ual node can be in a network. The scheme integrates betweenness centrality, closeness cen-
trality and eigenvector centrality. However, the use of eigenvector centrality in the scheme 
strongly affects the measure of influence across the network by limiting the detection of 
influential nodes to the neighbouring nodes around the most influential nodes within the 
largest component (community) of the network. It neglects the fact that there could be an 

influential node in other smaller components in the network. This can be misleading, espe-
cially in a massive social network like the mobile phone network that contains several 
neighbourhoods with hundreds or thousands of nodes and edges. This is because it is not 
necessarily true that every node that is connected to the most important nodes is truly im-
portant. This limitation makes it difficult to detect the real influential nodes in large social 
networks. Principal component centrality is a variant of eigenvector centrality that considers 
every component (community) in a network when searching for influential nodes across a 
network graph. In this research, we present an improved influence factor scheme that incor-

porates closeness centrality, betweenness centrality and principal component centrality to 
identify nodes that are truly influential in a mobile phone network. The improved scheme 
has better accuracy, precision and specificity. Furthermore, in terms of accessibility, the 
improved scheme outperforms the existing scheme because information through the detected 
influential nodes reached all members of the communities in the network.  
 
Keywords: social network, mobile phone network, influential nodes detection, centrality 
measures  
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1. Introduction 
 

Since the invention of mobile communication and other services attached to it, 

many people find it better and cheaper to communicate using the medium than 
wired communication thereby attracting more subscribers to use mobile communi-

cation network. A survey carried out by international telecommunication union 

(ITU) shows that the population of mobile phone subscribers increased from 738 

million in the year 2000 to 7 billion in 2015 and within this same time the propor-

tion of population covered by a 2G mobile cellular network rose from 58% to 95% 

with more remote areas captured (Reserved, 2016). In developing countries, at least 

one member of every household communicates using a mobile phone. Each sub-

scriber enjoys making calls and receiving calls from other users, and also enjoys the 

same for short message and Internet services. Telecommunication networks have 

really made the world a global village in the sense that peoples‘ social reach has 

expanded even across borders. The log of activities of each user is stored on the 

user‘s phone and also recorded with the Mobile Network Operators (MNOs). The 
information collected by the MNOs is referred to as Call Detail Record (CDR).  

     CDR contains metadata that describe a specific instance of a telecommunication 

transaction (calls, messages and Internet services) but does not include the content 

of that transaction, for example, CDR for a particular call contains both the caller 

and receiver‘s number, the time stamp (date and time), the duration of that call and 

other relevant information. CDR may capture thousands or millions of users within 

a specific time and place and it can be used to create a network of mobile phone 

subscribers. CDR is a huge repository of human behavioral data and it belongs to 

the group of data being currently described as Big Data. Inter-relationship network 

between humans at various spheres, generally called social networks, can be recon-

structed with CDR. A mobile phone network is a social structure that represents the 
interconnection of mobile phone subscribers based on call detail record (CDR). The 

idea of forming a social interaction between mobile phone users support researchers 

in different area of studies like personal mobility prediction, fraud detection in tele-

communication (Pinheiro, 2012), urban planning and development, geographical 

partitioning (Blondel et al., 2015) and intelligence gathering for national security 

(Farley, 2003). Considering the benefits of knowing the most influential nodes in a 

group or clusters, it is important to develop a technique for identifying the most 

influential nodes in any given group. This is because identification of such nodes 

gives a good insight into that group. The major problem in this area is how to accu-

rately determine the genuine influential nodes (individuals) in a social network. 

 

Related work 
 
2.1 Background 
 
There is a rapidly growing literature on influential nodes discovery in social net-

works, which indicates that a lot of study had been carried out in this field (Borgatti, 
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2006) (Probst, 2013) (Zhang et al., 2013) (Ilyas and Radha, 2010) (Ilyas and Ra-

dha, 2011) (Sathik and Rasheed, 2009) (Ahsan, et al., 2015) (Singh et al., 2013). 

However, due to the challenges of getting mobile phone data, little studies have 

been carried out on discovering communities and important mobile subscribers in 

mobile phone network. A mobile phone network is treated like any other social net-
work that has a tree network structure. Social network is usually modelled as a 

graph, G= (V, E) where V is a set containing all nodes (actors) in the network and E 

is also a set containing all edges (links) between two elements (pairs) of set V. If the 

direction of the edges is considered the graph is said to be directed and undirected 

otherwise. Also, when the weight of the edges is considered, the graph is said to be 

weighted and binary (unweighted) otherwise. 

Exploring social network data requires basic concepts of graph representation, 

analysis and visualization (Abraham, 2012). These concepts include centrality 

measures, shortest path problems, clustering techniques and network density. This is 

necessary when interpreting result in order to have a good understanding of the so-

cial interactions between nodes in a network. Due to the rich resources in social 

network analysis, it serves as a tool for analyzing and visualizing big data 
(Lieberman, 2014). Some major areas of study in social network analysis are com-

munity structure, detection of cliques and discovery of key nodes and neighbours. 

Recently, more attention has been given to detection of influential nodes in social 

network. This is added to the fact that researchers and investigators have taken full 

advantage of social network analysis to unravel the operation of terrorists and crimi-

nals (Farley, 2003). This crime investigation application becomes more necessary 

now that communication networks has changed the way people live and transact 

business. It is intuitively believed that criminals rely on this network for planning 

criminal activities of all sorts. In this study, we focused on identifying important and 

interesting nodes in a mobile phone network.  

 
2.2 Influential Nodes 
 

Influential nodes are set of nodes whose roles are very important in the spread of 

influence across the network. These nodes have the tendency to influence other 

nodes either constructively or destructively. Influential nodes and ―key nodes‖ seem 

to be the same. Recently, (Probst, 2013) (Singh et al., 2013) presented an overview 

of existing techniques of finding important and influential nodes in social networks.  

In this subsection, we discuss some of the previous studies that had been done in 

this area of research. For clarity, we classify the methods of influential nodes detec-

tion into two categories: centrality measures and non-centrality approach. 

 

Centrality measures 
 

In graph theory and network analysis, the most important tool is centrality measure. 

Centrality measures are considered as structural measures of influence that indicate 

a node‘s position in a social network. Degree centrality, betweenness centrality, 

closeness centrality, and eigenvector centrality are the four widely used centrality 

measures in determining the relative importance of a node within a network. Alt-
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hough these measures have limitations, they have been proven to be the basis of 

other methods for identifying key nodes within a social network (Landherr et al., 

2010).  

 i) Degree Centrality: Degree centrality is defined as the number of edges inci-

dent upon a node. In other words, this measure indicates how many nodes can be 
directly reached by a particular node. The degree centrality of a user, v is given by  

                                                                                                    
(1)  

                                                                                                 
(2) 

Nodes with high degree centrality scores might be considered important. But one 

major flaw of this centrality measure is that it relies on direct connections between 

nodes. Using this individual centrality alone to determine the key nodes will result 

in the selection of nodes that have high number of direct connections. 

ii)  Closeness Centrality 

Bavelas defined closeness centrality of a user as the reciprocal of the sum of its 

distances from all other nodes (Bavelas, 1950). This measure is effective in describ-

ing the hierarchy among members within a group and can also be used to indicate 

how fast a node can reach every other node in the network. The weakness of close-

ness centrality is that it is unsuitable for disconnected graphs.  

    iii) Betweenness Centrality: This expresses the number of times a user acts 

as a bridge along the shortest path between two other nodes. Nodes with high be-

tweenness are responsible for controlling the spread of information across the graph. 

However, they might not be responsible for causing maximum disconnection 

(fragment) within the network (Borgatti, 2006).  

iv)  Eigenvector Centrality: Eigenvector centrality (also called eigencentrality) 

is a measure of how well a particular node is connected to other influential nodes. 

This is one of the oldest centrality measures developed to assist social analyst to 

recognize the behavior of people (Seeley, 1949). To determine eigenvector central-

ity, it is imperative to first find the adjacency matrix, A of the graph, G. with 

 ; and  if there exist a link between nodes ―v‖ and ―u‖ 

and  if otherwise for a binary network. The eigenvector centrality of a 

node, v is expressed mathematically as  

                                                                                                         
(3) 

where M(v) is the set of neighbours of node, v. In matrix representation, eigen-

vector centrality is given as    

( ) deg( )DC v v

deg( , ) |{ : ( , ) }|v G u V u v E  

( )

1
v u

u M v

x x
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(4) 

where is the eigenvalue (constant) and  is the corresponding eigenvector.  

v) Other Centrality-Based Approaches: The number of centrality measures ex-

tend beyond the four metrics discussed earlier. It is quite interesting that most of 

the new measures were related in one way or the other to the four most popular 

centrality measures with a little modification.  Ilyas and Radha introduced a new 

centrality called principal component centrality (PCC), a variant of eigenvector cen-

trality (Ilyas and Radha, 2010). PCC is based on principal component analysis 

(PCA) and karhunen loeve transform (KLT) which handles graph adjacency matrix 

as a covariance matrix. Contrary to Eigenvector centrality, PCC provides more fea-

tures for centrality computation. Moreover, an investigation was carried out to de-

tect influential nodes in two separate datasets using eigenvector centrality and prin-
cipal component centrality (Ilyas and Radha, 2011). Eigenvector centrality usually 

considers the most influential user within the largest community in a network and 

consequently ranks the neighbours of the influential node and ignores other nodes in 

the remaining small communities that have low eigenvector scores. In the case of 

PCC, it considers both the nodes in the largest community and other nodes with 

zero eigenvalues in the remaining small communities. 

Despite the introduction of these new centrality measures. The fact still remains 

that an individual centrality measure might not be the most appropriate for a given 

network application. A centrality measure is applied depending on specific purpose 

and the position of a user in a network. For instance, nodes that are most spreaders 

of virus act as regulators in the network. Another different purpose is identifying 

nodes that can maximally disrupt the social network. This has opened up more fas-
cinating research fields on group and improved centrality measures that can be uni-

versal in identifying the most influential nodes (Everett and Borgatti, 1999). Some 

studies also considered combining two or more centralities measures in getting a 

general set of influential nodes. Sathik and Rasheed proposed an algorithm to identi-

fy sets of key players based on centrality measures (Sathik and Rasheed, 2009). The 

authors addressed the key player problems (Borgatti, 2006), using closeness central-

ity, degree centrality and betweenness centrality.  

     Lately, in order to adequately discover real influential nodes. Ahsan et al. 

described a scheme that combines closeness centrality, betweenness centrality and 

eigenvector centrality to determine the influence factor of actors in an online social 

network obtained from Facebook (Ahsan, et al., 2015). The study shows that these 
three centrality measures are important in measuring the influence of each user and 

as well as the influence of the entire social network.  

 

Non Centrality Approach 
In this subsection, we would be looking at previous studies that employed other 

techniques different from centrality approach in detecting influential nodes. 

1
v ux Ax
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;         0 <IF(v)<1                                

(9) 

 

where IF(v) is the influence factor of node v, CCnorm(v) is the normalized close-

ness centrality of node v, BCnorm(v) is the normalized betweenness centrality of node 

v and PCCnorm(v) is the normalized principal component centrality of node v. The 

normalization for each centrality measure is done using the expression 

                                                                            (10) 

A node will have an influence factor value between 0 and 1. Where 0 describes 

node as insignificant and 1 defines node as highly influential. 

 

Results  
 

The data processing was done using the Data laboratory tab in Gephi (Bastian et 

al., 2009), while other analysis was carried out using Python 2.7 on a Dell Latitude 

computer system with Intel(R) Core(TM) i5 CPU M 540@ 2.53GHz processor and 

4GB RAM. NodeXL, a free open-source template for Microsoft® Excel® was 

used in evaluating the performance of the improved scheme. 

 
4.1 Processed Data 
 

Nodobo dataset contains unsuccessful calls which make up about 30% of the total 

number of calls. These calls are either calls missed by the call receiver or outgoing 

calls that failed to connect due to low airtime or weak service signal of network 

operators. The details are presented in Table 1. 

 
Table 1. Details of the call records 

Thus, 691 distinct links with 577 distinct nodes were discovered. As mentioned 

earlier, privacy of mobile phone users is critical in this analysis. In order to achieve 

this, each phone number is represented with a new identity number. The new iden-

tity number starts with letter ―V‖ and a number ranging from 1 to 577 is attached. 

To keep track of the 27 seed nodes they are represented using V1, V2, V3……, 

 
2 ( ) ( ) ( )

( ) ( )

norm norm norm

norm norm

CC v BC v PCC v
IF v

CC v BC v




  min

max min

( )
norm

Z v Z
Z v

Z Z






Call Status Outgoing 

calls 

Incoming 

calls 

Missed 

calls 

Total 

Successful calls 5,976 2,998 Nil 8,974 

Unsuccessful calls 2,068 169 1,824 4,061 
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V27. Next, the communication links (edges) and their corresponding duration

(weight) were labelled. 

 
4.2 Extracted Features  
 
The centrality measures for each individual node were determined. Their mini-

mum, average and maximum scores are listed in Table 2. The individual score is 

normalized and the distributions of the normalized scores among the nodes are 

illustrated in Figure 1. The top ten node with high closeness centrality, between-

ness centrality and principal component centrality scores are presented in Table 3. 

 

Table 2. Minimum, average and maximum scores of the centrality measures 

 

 

 
 

   

CENTRALITY 

MEASURES 
MINIMUM SCORE 

AVERAGE 

SCORE 

MAXIMUM 

SCORE 

CC 0.0464450 0.208766 0.3818100 

BC 0 0.00740253 0.529191 

PCC 0.00000829 0.018398 1.0025730 

Fig. 1:  Distribution of normalized centrality scores across the network 
(a) normalized closeness centrality scores (b) normalized betweenness 
centrality scores (c) normalized principal component centrality scores 

a b 

c 
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Table 3: Top ten nodes with high closeness centrality scores, high betweenness 

centrality scores and high principal component centrality scores 

4.3 Evaluation of the Improved Influence Factor Scheme 
 

The improved scheme was evaluated by using it to detect the influential node in 

the constructed graph. Based on the individual influence factor, thirty-nine nodes 

were detected while the remaining five hundred and thirty-eight nodes have zero 
influence. The influential nodes detected are shown in Fig. 2. The minimum and 

maximum influence factor for the mobile phone network is 0.057797486 and 

1.85216E-06 respectively. 

 

Fig. 2: Location of the identified influential nodes (in red) based on improved 

Influence factor scheme. 

 

To gain insight into the performance of the improved scheme, a scatter plot was 

used to show the influence factor of each node for both schemes. This is depicted 
in Figure 3. According to the existing scheme, sixty nodes were detected as being 

influential nodes. The two set of influential nodes identified by both scheme is 

shown in Figure 4. Table 4 summarises the observation from the investigation of 

the two schemes and Table 5 presents the statistical measures used in comparing 

the two schemes. 

 

Rank 1 2 3 
4 5 6 7 8 9 10 

CC V577 V18 V1 
V12 V3 V22 V51

4 

V13 V14 V86 

BC V18 V577 V13 V3 
V12

6 

V12 V20 V2 V35

0 

V57

3 

PCC V8 V183 V163 
V16

0 

V52

5 

V20

2 

V7 V37

8 

V4 V17 
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Fig. 3: Comparison between the existing and improved scheme. 

Fig 4. Location of the two set of influential nodes detected using both scheme.  

Table 4. Investigation of both schemes 

 

Table 5. Statistical measure of the two schemes 

Scheme True 
Positive 

True Nega-
tive 

False 
Positive 

False Nega-
tive 

Existing Scheme 44 2 16 1 

Improved Scheme 37 16 2 8 

  EXISTING IF 

SCHEME 

IMPROVED IF 

SCHEME 

ACCURACY 73.01 84.12 

PRECISION 73.33 94.87 

SENSITIVITY (Prob. of Detec-

tion) 

97.78 82.22 

F1 MEASURE 83.81 88.10 

SPECIFICITY(TNR) 11.11 88.89 
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                                     a                                                        b 

Fig. 5 (a): Location of the 60 influential nodes identified by the existing influence 

factor scheme and (b) nodes accessible by the influential nodes. 

                                     a                                                        b 

Fig.6 (a): Location of the 39 influential nodes detected by the improved influence 

factor scheme and (b) nodes accessible by the influential nodes. 
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5.0 Discussion  
 

This section discusses the result of the performance of the improved influence fac-

tor scheme on a mobile phone network created from the call record dataset. We 
discovered that identifying high number of influential nodes does not matter espe-

cially when these nodes are detected because they are linked to the top influential 

nodes. The normalized betweenness centrality score distribution discloses that a 

few selection of nodes are responsible for transferring information from one node 

to another. This is in contrast with closeness centrality, a node can be surrounded 

by other nodes but does not necessarily mean that it allows the flow of information. 

Such node is said to have a betweenness centrality score of 0 and this explains why 

large number of nodes in the mobile phone networks have 0 betweenness value. 

The principal component centrality with tuning parameter ‗p‘ equal to 300

(approximately 52% of the 577 largest eigenvalues), nodes with 0 eigenvalues now 

have a significant principal component centrality value.  

     The improved scheme concentrated more on nodes that are highly important 
and reduced the detection of nodes that are not necessary important (with low IF 

score) by ignoring them. Also, the improved scheme gives a high influence factor 

than the existing scheme, though it has a less count of detected influential nodes 

when compared to the existing scheme. It is important to note that most of the 

nodes that are not discovered by the improved scheme have low IF scores in the 

existing scheme. These nodes are seen to be influential only because they are con-

nected to top influential nodes and not that they are necessarily important, this can 

be confirmed from their positions in the network graph. Ignoring these nodes will 

not affect the network in any way.  

     Thorough investigation of the two set of influential nodes detected by both 

schemes reveals that some influential nodes detected only by the existing scheme 
as shown in Figure 4 (in blue) are connected to the same pair of influential nodes 

and they are not connected to any other nodes, this is attributable to the fact that 

the existing scheme incorporated eigenvector which has the weakness of consider-

ing only the influential nodes and neighborhoods. The improved scheme outper-

forms the existing scheme in terms of accuracy, precision, F1 measure and speci-

ficity. However, it underperforms in sensitivity (probability of detection). 

     To further compare the improved scheme, the percentage of nodes that are 

reachable through the influential nodes identified using each scheme is determined. 

The nodes detected according to the existing influence factor were able to reach 

90.64% of the nodes while the improved scheme was able to reach 100% of the 

nodes. The existing scheme ignored the smaller component of the graph; therefore 

no influential node was detected in it which means that there is no way of access-
ing that component. But the improved scheme detected an influential node in the 

smaller component through which the nodes in that component can be accessible. 

Hence in a large graph with many components, the improved scheme will detect all 

influential nodes in every component. 
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6.0 Conclusion  
 

The influential nodes detection in a mobile phone network is a difficult job as huge 

amount of mobiles subscribers (nodes) are connected to the mobile phone network 

every seconds. In this paper, a method to identify the most influential nodes based 
on influence factor measure is developed. The basic components of the proposed 

approach are closeness centrality, betweenness centrality and principal component 

centrality. The proposed scheme integrates these three centrality measures to im-

prove the detection of influential nodes across the mobile phone network. The re-

sults obtained from the experimental analysis and comparison with the existing in-

fluence factor scheme showed that the improved scheme is more accurate and pre-

cise in identifying influential nodes that can maximally spread influence across the 

entire mobile phone network, however the probability of detection is slightly lower. 

The specific recommendations for further studies based on limitations in this re-

search is the collection of dataset which captures more components, more nodes 

(users) and more connection links (edges). More so, finding what can be done to 

correct the sensitivity of the improved scheme. 
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Primary User Emulators in Cognitive Radio Network 
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ABSTRACT A problem currently facing the wireless communication industry is spectrum 

underutilization, wherein licensed Primary Users (PUs) only marginally use their bands in 
time and space. Consequently, Opportunistic Spectrum Sharing (OSS) has been proposed as 
a solution to this problem with Cognitive Radio (CR) being the enabling technology. CR 
describes the capability of a radio to dynamically and opportunistically access licensed spec-
trum without causing interference to the PU. While CR is being developed, one main securi-
ty problem it faces is Primary User Emulation (PUE) attack. A PUE attack occurs when 
mischievous Secondary Users (SU), that is CRs, begin to emulate PU signals either to deny 
other SUs from gaining access to free bands or to simply acquire bandwidth for selfish pur-

poses. In this regard, localization is considered as a solution, wherein the location of the 
PUE attacker is determined and compared to the location of the true PU transmitter and any 
significant deviation in their positions is indicative of a PUE attacker. Thus, this paper is a 
short note describing the different state-of-the-art localization techniques, elucidating their 
advantages and disadvantages. The approach adopted included identification of the various 
localization techniques for PUE identification, with subsequent analysis under the following 
metrics: accuracy, precision, computational complexity, cost, energy efficiency, and size of 
hardware. It was concluded that the Angle of Arrival and Received Signal Strength Indicator 
techniques do not require the cooperation of PUE for its detection, hence making these tech-

niques most suitable for use. It is believed that this mini-review will be beneficial particular-
ly for budding researchers seeking enlightenment in this research area. 
 
Keywords: Cognitive Radio, Primary User, Localization, Angle of Arrival, Range 

 
 
1. Introduction 

 
Localization refers to the accurate determination of the position of a node in physi-
cal space. It is typically classified into two broad categories namely: Range-free 
and Range- Based Localization techniques. Range-Free localization techniques do 
not depend on the use of distance and angle for localization, while Range-based 
techniques use the distance and angle for localization (Alrajeh et al., 2013). In es-
sence, the range-based algorithms compute the distance between nodes and use the 
principle of geometry to calculate the location of a focal node. These algorithms 
are used to compute range metrics such as Angle of Arrival (AOA), Time of Arri-
val (TOA), Time Difference of Arrival (TDOA), and Received Signal Strength  
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Indicator (RSSI) (Chen and Park, 2006). When implementing any localization tech-

nique, certain metrics such as accuracy, precision, computational complexity, cost, 

energy efficiency, and size of the hardware is considered because they easily eluci-

date the similarities and differences between these approaches, (Amundson and 

Koutsoukos, 2009). The different types of Range-Based techniques available in 
literature are the Time of Arrival (TOA), Time Difference of Arrival (TDOA), An-

gle of Arrival (AoA), and Received Signal Strength Indicator (RSSI). These are 

discussed in the following sections.  

 

2. Time of Arrival  
 

The velocity and time of arrival of the radio signals are used to calculate the loca-

tion of the unlocalized transmitter in this localization method (Singh and Sharma, 

2014). When a signal is transmitted from all nodes to their neighbours with the 

same predefined velocity, w, each node sends the received signal back to the trans-

mitter. A node ‗a‘ estimates its distance from its neighbour ‗b‘ by using this formu-

la: 

    
    (1) 

where,   

= distance between a and b = time of receiving signal for node ‗a‘, 

 = time of transmission of signal for  

node ‗a‘, = time of receiving signal at node ‗b‘,  = time of  transmis-

sion of signal at node ‗b‘,  = time of receiving of signal for node ‗b‘,  
= time of transmission of signal for node ‗b‘. Time of Arrival (TOA) has two main 

limitations to its effectiveness (Srbinovska et al., 2011). These limitations are: a.) 

Synchronization at microsecond level between all sensor nodes: Roundtrip time 

was applied to surmount the problem of synchronization. Roundtrip propagation 

time measurements compute the difference between the time when a signal is sent 

by a sensor and the time when a signal returned by a second sensor is received at 

the original sensor. Even with the application of roundtrip propagation time, the 

problem of synchronization was not solved (Guvenc and Chong, 2009).  b.) Inter-

nal delay required for handling the signal in the receiver sensor affects this method, 

which leads to inaccurate determination of the distance travelled by the signal 

(León et al., 2012). In a mobile-based approach, it is required that the transmitting 

node to be located collaborates with other nodes. This technique is suitable in wire-

less sensor networks where all nodes are friendly nodes. In a cognitive radio net-

work (CRN) scenario where the objective is to locate attacker, this will not work 

because the attacker will not cooperate with other nodes to reveal its position 

(León et al., 2012). 
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3.Time difference of Arrival  

 

Time Difference of arrival (TDOA) which is an upgrade of TOA estimates the lo-

cation of an unlocalized transmitting node. In this method, the position of the sen-

sor node is estimated by using the time difference of arrival of the radio and ultra-
sound signals at different sensor nodes. In this scenario, each node will have a mi-

crophone and a speaker, an anchor node is required to coordinate the measure-

ments. When the anchor node transmits signal to other nodes in the network, it 

waits for some time lapse, after which the receiving node generates short high 

sound with the help of speaker (this marks the time the signal was received by it).  

The microphone saves the time it identifies the chirps. The unlocalized node uses 

this time information to determine the distance between the anchor node and itself. 

If there are two references, ‗a‘ and ‗b‘ the TDOA measurement can be transformed 

into a distance by the following formula: 

      
    (2) 

This technique requires two types of senders and receivers on each node and its 

location estimation is computationally intensive (Singh et al., 2012, Leelavathy and 

Sophia, 2014, Jin et al., 2009). Both TOA and TDOA have difficulty with measur-

ing time resulting from synchronization of the devices involved. Hence the problem 

of synchronization by TOA was not also solved by TDOA.  

 
4. Angle of arrival  
 

Angle of Arrival (AOA) is the angle between some reference direction 

(orientation) and propagation direction of an incident wave.  As a localization 
scheme, AOA is used to know the location of unlocalised sensor node by compu-

ting absolute or relative angles between neighbours. The measurement is in degree 

taken in clockwise direction from the north. For absolute AOA, the orientation 

should be 00 and it should point to the north; otherwise, it is a relative AOA 

(Kułakowski et al., 2010). The direction of neighbours is found by use antenna 

array and some anchor nodes equipped with compass and Global Positioning Sys-

tem (GPS). Unlocalised nodes update the location information broadcast by the 

anchor nodes along the way. Location is computed after getting the information 

from at least three anchor nodes. This approach is expensive to use in wide CRN 

since it requires additional hardware for transmitting and receiving 

location information (Heng and Gao, 2013). 
 

( ) .
ab a b a b ab

Dis dis dis c t t c t= - = - =
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5.received signal strength indicator  
 

RSS-based localization technique arises from the fact that there exists a strong con-

nection between the distance of a wireless link and the RSSI. If the signal strength 

travels a distance, , its strength is inversely proportional to the distance travelled 

as given in equation (3) (Leelavathy and Sophia, 2014). 

         
   (3) 

 

 

Table 2: Suitability of Range-Based Methods for Detecting PUE 

 
It assumes those transmission power and path loss models are known and uses 

them to calculate the distance between the PU and the reference node (Chen and 

Park, 2006). Because of the dynamics of the indoor/outdoor environments, it is 

expected to have high error rate. This method is unsuitable for long distance net-

work links. Specifically, given a transmitter-receiver pair, Received Signal 

Strength (RSS) can be modeled as a function of transmitted power and transmitted-

receiver distance. Therefore, if a correct model is used and there are multiple ob-

servers taking RSS measurements, a transmitter location can be estimated using the 

model.  

      RSS-based technique is very effective in estimating the distance of the PUE 

from a reference node, but, there are some two issues that may affect its operation: 

Possible manipulation by malicious or multiple transmitters, and inaccuracy of the 
RSS measurement. These issues can be addressed if many RSS measurements are 

taken properly and the measured data are properly processed. Typically, as the 

distance between transmitter and receiver increases, RSS value decreases.(Pu et al., 

2011). 

d

2

1
RSSI

d
a

S/N Tech-

nique 

Suitabil-

ity 

Reason 

1. GPS Unsuita-
ble 

Attacker has to reveal itself 
  

2. TOA Unsuita-
ble 

It requires cooperation of the attacker  and suffers syn-
chronization 
  

3. TDOA Unsuita-
ble 

It cannot handle tight synchronization among the par-
ticipating nodes 

4. RSSI Suitable Accurate  with or without cooperation 
  

5. AOA Suitable Does not need the cooperation of  other nodes 
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To be able to use the approach above, two problems need to be addressed. a.) Path 

fade change over time and a PUE attacker may change its location or vary its trans-

mission power frequently to stall localization, thereby causing drastic fluctuation in 

the RSS measurements within a short period of time. Averaging the measurement 

taken at different times cannot mitigate this problem since different RSS values 
abound for different measurements taken at different times.  The panacea to this 

challenge is to take a ―snapshot‖ of the RSS distribution in a given network. That 

requires the receiving nodes of a cognitive radio network (CRN) to take synchro-

nized RSS measurements in a given band (Boukerche et al., 2007). 

      Short variation of distance causes high variation in the magnitude of the RSS 

(30dB to 40dB) (Liu et al., 2010). This poses challenge to deciding the location of 

PUs by just reading the raw data in a snapshot of RSS distribution.  Since snapshot 

data is not free from uncertainty, the required data integrity is attainable using ap-

propriate data smoothing technique so that the snapshot data can be used to solve 

localization problem. Data capturing techniques aims at eliminating noise from the 

snapshot data while capturing important patterns in raw data. Identifying the RSS 

measurements is possible once the variance in the raw RSS measurements is de-
creased through data smoothing methods such as Fourier filters, Loess fitting, Lo-

cal averaging (Chen et al., 2008). A Summary of range-Based localization tech-

niques is presented in Table 1while that of suitability of each range method for 

localizing the PUE is presented in Table 2. 

 

Table 1: Comparison of Range-Based Localization Techniques  

 

6. Discussion 
 
Since cooperation of the participating nodes is needed for TOA localization tech-

nique, and an attacker will not cooperate with other nodes in detecting it, this local-
ization technique is not suitable for detection of PUE. Although TDOA technique 

bypasses cooperation, it requires tight synchronization among the cooperating 

nodes, but it cannot handle such tight synchronization. GPS requires the attacker to 

reveal itself, thus, it is unsuitable for detecting PUE (D. Gumey, et al., 2008). 

Whereas AOA does not require the cooperation of other nodes as it measures the 

direction of signal at different nodes and computes its location by using simple 

triangulation method, RSSI is accurate within a short range (Guvenc et al., 2009). 

Tech-
nique 

Accuracy Precision Computa-
tional Com-
plexity 

Cost Energy 
Effi-
ciency 

Size of 
Hard-
ware 

GPS High High Low High Low Small 

TOA Medium High High High Low Large 

TDOA High Medium High High High Large 

AOA Low Medium High High Medi-
um 

Large 

RSSI High Low Low Low High small 
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7. Conclusion 
 

Radio spectrum is a very valuable resource for wireless communication. CR sys-

tem leads to spectrum usage efficiency and alleviation of spectrum scarcity. For 

CR to perform optimally, PUE‘s activities must be prevented. In this paper, we 
have discussed the four basic Range-Based PUE localization methods for detecting 

PUE.  Based on the comparison of the four Range-Based localization techniques, it 

is evident that AOA and RSSI techniques do not require the cooperation of PUE to 

detect it although each of them has some merits over the other.  
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Performance Evaluation of the Interconnect Clearing 
Houses in the Nigerian Telecommunications Industry 
 
ELIZABETH N. ONWUKA, CAROLINE ALENOGHENA & E.S. DIKKO 
Federal University of Technology, Minna, Nigeria 
 

 
ABSTRACT A telecommunications Clearinghouse (CH) refers to a central exchange where 
calls from different mobile network operators (MNOs) are interconnected for the purpose of 
independently measuring how much traffic from one MNO was carried by another MNO. 
This enables interconnection traffic and billing to be correctly determined without dispute 
between concerned MNOs. There are ongoing contentions between the MNOs and the 

Clearing Houses in Nigeria, as to whether the Clearing houses have adequate infrastructural 
capacity to carry the off-net traffic routed through them by the MNOs. This paper presents 
the performance analysis of two out of the five licensed interconnect clearing houses in Ni-
geria. This was done by analyzing data obtained from the facilities. Basic parameters from 
this data, which was collected at Time Consistent Busy Hours (TCBH) are the carried calls 
(i.e. total incoming traffic), the Circuit Seizures or the CCS figures, and the congestion fig-
ures. These parameters are then used to calculate some critical exchange performance pa-
rameters such as: exchange Grade of Service (GOS), route utilization, route congestion per-

centage, answer-to-seizure ratio (ASR), traffic intensity (in Erlangs), as well as the number 
of channels the infrastructure requires to conveniently carry the measured Busy Hour traffic 
without terminating or delaying other lines. The data is analyzed using traffic engineering 
schemes. Results Obtained show that in compliance with the regulator on the 10% minimum 
threshold of interconnect traffic that must be routed through the interconnect exchange oper-
ators, the two CHs studied were found to have adequate capacity to conveniently carry the 
amount of traffic being routed through them, with a GOS of 1.38% and 0.2% respectively. 
Hence, the authors conclude that, at the moment, the mobile operators can conveniently 

route 10% of their interconnect traffic through the Clearinghouses. 
 
Keywords: Clearinghouse, Grade of Service, Traffic, Erlang-B, Off-net 
 
 

Introduction 

 

The Interconnect Clearing House model was established and licensed by the Nige-

rian Communications Commissions (NCC) in 2004 to serve as a third party to Mo-

bile Network Operators. They were also licensed to work as transit operators for 

receiving and distributing calls from different operators as well as to ensure appro-

priate revenue sharing and to ensure central monitoring of nationwide off-net calls 

of different operators. Part of their function is to provide systems for policing fraud 

and ensuring revenue/tax collection. Currently, active clearing houses in the  
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country include: (i) Interconnect Clearinghouse Limited, (ii) Medallion Communi-

cations Limited, (iii) NicoonX Communications Limited, (iv) Solid interconnectiv-

ity Services Limited, and (v) Breeze Interconnect Limited. The figure 1 shows a 

clearinghouse interconnecting MNOs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Network Architecture of an interconnected clearing house model 

(Medallioncom.com) 

 
2. Background of Study 

 

Since 2001, the era of the telecom industry deregulation in Nigeria, the country, 

inter alia, has been plagued with the issue of interconnection indebtedness. Opera-

tors are indebted to one another due to non-payment of the tariff for their traffic 

that passed through fellow operators‘ network. This is threatening the growth of 

the industry as the debts have been on a steady rise till date. Our research has un-

ravelled one of the major causes of the indebtedness, inter alia, as the differentials 
in billing records amongst MNOs that are connected on the peer-to-peer basis. 

When the amount of interconnection fees payable is in dispute amongst these 

MNOs, the financial obligation of remittance of such fees are neglected, thus the 

debt piles (communications week, 2012). However, in the event that a clearing-

house (which is a third party that routes traffic that originated from one MNO and 

terminates on another) is involved, there is, therefore, an independent record stat-

ing ―how much‖ traffic was exchanged between both concerned operators. Hence, 

the resulting interconnection fee can unanimously be agreed upon (The communi-

cator, 2016). But in the wake of time, mobile operators have preferred to exchange 

traffic directly amongst themselves than through the CHs, on the grounds that the 

CHs, inter alia, does not have enough capacity to route 10% of the combined ca-

pacities of the MNOs as mandated by the regulator. Moreover, as at first quota of 
2016, an MNO with 23% market share was the only mobile operator that did not 

route any percentage of its traffic through any CH (NCC, 2016). This has therefore 

created a miasma in the telecommunications sector in Nigeria. 

      Thus, there is a need to carry out a performance evaluation on the licensed 

clearing houses, by carrying out tele-traffic engineering analysis on them based on 

the current traffic they carry, in order to ascertain their current infrastructural  
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capacity. This will enable proper determination of the capacity gap they need to fill 

to be able to route the requisite amount of traffic. 

      The rationale for the establishment of ICHs is unique and excellent (The com-

municator, 2016). This indicates that if properly implemented, the clearing houses 

in the telecommunications' scene, has the potency of propelling the sector to the 
next phase. However, if improperly, partially or not implemented at all, it could 

seriously impair the Nigerian telecommunications sector. The clearing houses are 

licensed to perform the following functions: 

 

i. Accurate billing, reconciliation, and better service provision 

ii. Zero debt tolerance 

iii. Remove Hazards posed by peer-peer system 

iv. Faster off-net calls connection 

v. Eliminate congestion posed by peer-to-peer connection 

vi. Provision of mobile number portability services 

vii. Co-location services and single point of connectivity services to VAS pro-

viders 
viii. Central monitoring of traffic for tax and security purposes 

ix. To reduce money and time spent in resolving interconnection disputes 

amongst operators (The communicator, 2016). 

 

Research Methodology 
 
The method used in this work is tele-traffic engineering analysis. This is usually 

employed in telecommunication network dimensioning. Network dimensioning 

refers to processes involved in determining the minimum capacity requirements 

that will still allow the Grade of Service (GoS) requirements to be met. This is of-

ten achieved with traffic measured during the busy hour. To effectively dimension 
a telecommunications network, traffic engineering techniques must be employed 

(Chettinad College, n.d.). Traffic is defined as the occupancy of the server. The 

basic purpose of traffic engineering is to ensure that while resources are economi-

cally utilized, conditions for adequate service provision to subscribers are deter-

mined. That is, without compromising Quality of Service (QOS). Traffic engineer-

ing offers the foundation for scrutinizing the design of telecommunications net-

works or model, as well as the dimensioning capacity for the design of telecommu-

nication networks (Bharat, 2007). It provides means to determine the quantity of 

the basic equipment needed to provide a particular level of service with respect to 

the given traffic pattern and volume. 

      For a loss system, the GOS is the probability of loss. With Traffic Engineering, 

it is possible to determine the ability of a network to carry a given traffic at a par-
ticular loss probability(GOS). This is achieved by balancing the following factors 

based on a given amount of traffic: (i) Grade of Service (GOS) and (ii) The requi-

site resources or Infrastructure. The following parameters are used in network di-

mensioning: 
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(i) Busy Hour: This is the 60-minute interval that has the highest call traffic in a 

day. Busy Hour may depend on several factors such as stock market, weather, in-

ternational events and holidays. In addition to these variations, there are unpredict-

able peaks which could be caused by money activity, weather, sporting events, etc. 

Hence, it is expedient that such fluctuations be taken into account when designing 
switching networks. There are, therefore, three kinds of busy hours (Iversen V.B., 

2015): 

 

(ii) Average Daily Peak Hour (ADPH): In this kind, the busiest hour is determined 

separately for each day, with each day having different timing and then averages 

over a number of days. 

 

(iii) Time Consistent Busy Hour (TCBH): This is a one-hour period, same for 

each day, which produces the highest traffic over specified number of days.  

 

(Vi) Fixed Daily Measurement Hour (FDMH): This is a predetermined, fixed 

measurement hour, say between 19:00 - 20:00 hours; with the measured traffic is 
averaged over the days under considerations. 

 

Erlang(E): It is an international dimensionless unit of telephone traffic as a meas-

ure of offered load or carried load. For calls carried, the value followed by 

"erlangs" is a representation of how many concurrent calls were carried by the cir-

cuits in a specified period (often one hour). One erlang traffic refers to a single 

channel that is in continuous use. While 1.5E, refers to two channels in which one 

is used to 100 percent capacity and the other, 50 percent capacity (Introduction to 

switching systems).  

 

Traffic Intensity(TI): This is the measure of the traffic in terms of occupancy of 
the servers on the network within a specified period of time, usually a busy hour. It 

is calculated as: 

A = CTh   Erlangs         (1) 

 

From the above, it is obvious that the Traffic Intensity is a Call-Time product, 

therefore, two parameters are involved: Th is the average holding time of a call 

while C is the average calls arrival rate. Traffic Intensity is sometimes also referred 

to as "Subscriber traffic" or "Trunk traffic". These, therefore, introduces to traffic 

viewed in two dimensions. While one is based on traffic generated by subscribers, 

the other focuses on the observation of busy servers in the network. There are in-

stances when the traffic generated by subscribers overgrows the capacity of the 

network. When this situation occurs, either of the following happens: 
 

i. The excess traffic is either gets discarded without being serviced or 

ii. The excess traffic gets queued and wait till the busy channels are free. 

 

These two kinds of systems listed above are the Loss Systems and Delay Systems 

respectively. Clearing houses, which have conventional automatic switches behave 

like loss systems. 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 204 

A loss system is made up of two basic performance parameters, which are the 

Grade of Service and blocking probability. 

 

Grade of Service (GOS) is a measure of the probability that a percentage of the 

offered traffic will be blocked or delayed. It is often expressed as a fraction of calls 
that fail to receive immediate service and ends up eventually blocked or the frac-

tion that is forced to wait longer than a given time. 

 

        (2) 

where A0 = traffic carried, A = Traffic and (A – A0) = Lost Traffic 

 
A general standard for GOS telecom networks is 0.02 (2%). That is, 2 out of every 

100 offered calls may be blocked. The smaller the GOS value, the better the QOS. 

The blocking probability B is defined as the probability that all the servers in a 

system are busy. It is a very important parameter to be considered in the dimen-

sioning of any telephone network. However, there is a difference between GOS 

and blocking probability. While the GOS is from the subscribers' point of view, the 

blocking probability is from the network/switching point of view (Okechukwu U., 

2013).  Blocking probability can be calculated using techniques such as Lee graphs 

and Jacobaeus methods. The probability that traffic exceeds some set threshold, 

constitutes the basic idea of congestion theory. During which no new calls are 

granted access into the system. Congestion could be grouped into either Time or 

Call congestion. While time proportion is the percentage of the TIME that all chan-
nels on the network are busy, Call congestion is the ratio of the CALLS that arrive 

when all servers are busy. We can therefore also call GOS, Call Congestion and the 

Blocking probability, Time Congestion. 

      An ideal switching system is one which has the number of subscribers equal to 

the number of channels. If such a system exists, traffic analysis would be useless. 

But this is practically impossible and uneconomical. thus, the need for traffic anal-

ysis. So, in the situation where an incoming call finds all channels busy, the call 

would be blocked. There are two kinds of systems with different reactions to call 

block: (Teletraffic engineering, 2005) Loss Systems and Waiting Systems. 

      In these Loss systems, call-block is handled by simply refusing to service calls 

that arrive when the lines are all occupied. Delay system: In this system, the 
blocked call waits in the system until when resources are available. Conventional 

telephone systems are Loss-like. In this research, attention is focused on loss 

blocking. while for a delay system, the probability of waiting. The Erlang formula 

is used to determine the GOS of loss systems (that is, the blocking probability) 

having N channels, with offered traffic A. 

The erlang formula is also useful for the determination of any of the three parame-

ters when the other two are known. The erlang formula is based on the following 

assumptions: 

LostTraffic BlockedBusyHourCalls
GOS

OfferedTraffic OfferedBusyHourCalls
 

A Ao
GOS

A
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i. Occurrence of calls are independent 

ii. That calls that arrive at a switching center have a poison distribution 

iii. Calls are served in the order of arrival. 

 

Based on the assumptions above stated, there are three models of loss systems, 
they are:  

i. Lost calls cleared (LCC)  

ii. Lost calls returned (LCR)  

iii. Lost calls held (LCH)   

 

There are times we dial a number and we receive the "Network Busy" message. 

When this happens, it means all the lines are presently in use and there is no availa-

ble line momentarily. Your call is therefore terminated until you reinitiate the pro-

cess again, which is then assumed to be a new call. This is how an LCC system 

operates.  

      The first person to account fully and accurately for the effect of cleared calls in 

the calculation of blocking probabilities was A.K. Erlang in 1917 (Teletraffic engi-
neering, 2005). In an Erlang loss system, three variables are involved and are con-

stantly manipulated. When two variables are known, the third can then be seam-

lessly computed. 

i. The number of Channels 

ii. The GOS 

iii. The Traffic Intensity 

 

According to erlang, the probability of loss is given by: 

      
   (3)  

Equation 3 above is referred to as the Erlangs formula of the first kind, the Erlang-

B formula or Erlangs loss formula (Ally j,) In telecommunications network design 

and dimensioning, it is necessary to find the number of trunk lines needed for a 
given offered traffic and a specified grade of service. 

Utilization or trunk occupancy, on the other hand, is the carried load per channel. 

This, in the data, is expressed as: 

     
   (4) 

Hence, we shall be using the Erlang-B calculator to dimension two Interconnect 
clearing houses in Nigeria, in order to determine the capacity (number of channels) 

needed to carry the busy-hour traffic with insignificant or no blocking, while keep-

ing the QOS to standard (Teletraffic Engineering, 2005). 

1
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4. Traffic Measurement and Data Collection 
 

Data collected from two licensed interconnect operators, named X and Y (for ano-

nymity) were processed and computed. Traffic engineering schemes were em-

ployed to perform data and load analysis in order to determine the interconnection 
traffic at peak period for a service provider and the infrastructure or bandwidth 

needed to maintain it without terminating other lines and affecting QoS. 

      Data from Interconnect Clearinghouse X was taken during the busy hour period 

of 18:00 - 19:00 hours, from the 1st to the 28th February 2016. The summarized 

data, which is used for our analysis excludes the identity of all the operators in-

volved. Only the total traffic routed into and out of the facility at the defined busy 

hour is here represented, for anonymity reasons, as seen in table 1 below: 

 

Table 1: Data from clearinghouse X  
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  (5) 

For this analysis, call holding time is taken to be 90 seconds = 1.5minutes 

Therefore,   

  ,   

 

 

.   

 

 

Table 2: Data from Clearinghouse Y 

VolumeofCalls C Th
TrafficIntensity

CallPeriod T


 

90sec 1.5minTh s s 

53381C  60min 1T s hour 

53381 1.5

60

80071.5

60

TrafficIntensity






1334.525TrafficIntensity Erlangs

CallsOffered CallsCarried
GradeOfService

CallsOffered




LostTraffic BlockedBusyHourCalls
GOS

OfferedTraffic OfferedBusyHourCalls
 

A Ao

A




0.2%AverageGOS 
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5. Results 
 

The Erlangs-B calculator is utilized to compute the infrastructure (number of chan-

nels) needed to maintain the measured-offered traffic without termination other 

lines and affecting QOS. After computation, we obtain the following results for the 
ICN clearing house: 

 In order that the facility may support an average Busy Hour Traffic Intensi-

ty of 1,334.525E 

 Given a standard GOS of 2%, 

 The Number of Lines/Channels conveniently required for this are 1403 

lines. 

 

Plots for Clearinghouse X 

 

Figures 1 below shows the graphical representation of total, carried and answered 

calls, while Fig.2 shows the system utilization with respect to the threshold mark of 

70%, set by the regulator,    

Fig.1: Total, Carried & Answered Calls         Fig.2: System Utilization 

 

Figures 3 & 4. below, are the graphs for Answer-to-seizure ratios (ASR) for traffic 

coming in and out of the exchanges, with respect to the 55% (INC threshold) and 

65% (OUTG threshold) values set by the regulator. 

Fig.3: Answer-to-Seizure Ratio (INC)  Fig.4: Answer-To-Seizure Ratio (OUTG) 
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Figure 5. below shows the plot for GOS obtained from the CH, with respect to the 

2% standard threshold.  

   
  Fig.5:  Grade of Service 

 

Plots for the Clearinghouse Y 

         
Fig.6: Answer-to-Seizure ratio (INC)          Fig.7: Answer-to-Seizure Ratio (OUT) 

 

         
Fig.8: System Utilization                           Fig.9: Grade of Service 

 

Discussion 
 
As can be read from the data for clearinghouse X, the average number of channels 

available to route the busy hour traffic for the month of February 2016 was 1,522 

channels, having obtained an average of 2% GOS. On using Erlangs calculator, the 

ideal value needed to route the equivalent amount of traffic was obtained to be 
1,403 Channels. Thus, the difference in the gap to be filled by this CH is 1,522 – 

1,403= 119 channels. This means the facility has an excess of 119 unused channels 

that were not used to route the traffic that was passed through the facility in the 

whole month. To maintain the stated amount of traffic without termination other 

lines and affecting QOS, the facility requires 1,403 channels or more. 
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      Similarly, for clearinghouse Y, the average number of channels available to 

route the busy hour traffic was 523 channels, with the GOS of the facility obtained 

to be 1.38%. On using Erlangs calculator, the ideal number of channels needed to 

route the equivalent amount of traffic was obtained to be 316 Channels. Thus, the 

difference in the gap to be filled by this CH is 523 – 316= 207 channels. This 
means the facility has an excess of 207 unused channels that were not used to route 

the traffic that was passed through the facility at the period data was collected. To 

maintain the stated amount of traffic without termination other lines and affecting 

QOS, the facility requires 316 channels. 

 

6. Conclusion 
 

Nigeria has achieved so much growth and advancement in the telecoms sector es-

pecially in the past decade, however, more effort need to be put in to ensure that as 

forerunners and leaders in the growth and development in this sector in Africa, are 

not inhibited and overtaken by other countries due to lack of vision political under-

tones. The regulations guiding the CHs be reviewed and the facilities constantly 
monitored, to enable them handle interconnect are non-discriminatory and inde-

pendent manner, while carrying the confidence of both regulator and operators 

especially in matters relating to money. Finally, the policy implication of this study 

suggests that; for the CH to be fully effective, the Federal government, through the 

regulator should ensure that all operators are persuaded or coerced to route all their 

off-net traffics through these facilities (as obtained in Ghana), although this would 

require an equivalent increase in the capacities of the CHs. 
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ABSTRACT The computing requirement for big data analytics has been reduced tremen-
dously through the use of parallel and distributed computing in enhancing multiprogram-

ming in operating systems, various scheduling algorithms are used to manage jobs in the 
system, and however, the optimal scheduling algorithm is required. The half-life variable 
quantum time round robin (HLVQTRR) scheduling algorithm uses half the burst time of 
individual job as quantum time (QT) for execution. For each job, its QT has to be computed 
increasing the computation of the entire system with a context switch of the number of jobs. 
Moreover, the waiting time for very small jobs will be relatively large affecting the overall 
throughput. In this research, HLVQTRR has been modified to iteratively group jobs based 
on their burst times less than the average of the set of ungrouped processes. Thereby execute 

very small process without breaking thus reducing context switching and improving the 
throughput. Hence, a grouped HLVQTRR (GHLVQTRR) has been proposed improving the 
resource management in operating systems. 
 
Keyword: Operating Systems, Process Scheduling, Round Robin Scheduling Algorithm, 
Quantum Time, context switching, throughput 

 

 

1. Introduction  

 

Operating systems are the intermediary between computer components and users, 

it allocates resources to user processes, CPU is the most important and limited re-

source in a computer system as all program instances are executed by the proces-
sor. To effectively use the CPU a form of scheduling is required. The basic sched-

uling algorithms are: Shortest Job First (SJF), Longest Job First (LJF), First Come 

First Serve (FCFS), priority based and round robin (RR). The round robin (RR) 

allocates quantum time (QT) or time slice for processes in the ready queue in a turn

-by turn manner. This approach has been proven to be more effective, the chal-

lenge over time has been the choice determining the QT of a set of processes. The 

larger the QT the more the system behaves like the first come first serve (FCFS) 

approach, the smaller the QT the higher the  number of context switching. Varia-
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tions of RR algorithms proposed have been proven to better than other scheduling 

algorithms such as the SJF, FCFS, LJF and their variations in a real time pro-

cessing environment based on the average turnaround time, response time or CPU 

Utilization among others (Abbas, et al., 2011) (Dawood, 2012) (Ashiru, et al., 

2014). In an exponentially distribution of process burst times (Abur, et al., 2011) 
simulation shows that the RR resulted in a minimal average waiting time. The av-

erage waiting time, the average turnaround time and context switching are the most 

considered factors for comparing RR algorithms. 

 

1.1 Preliminaries 
 
Programs are executed as series of processes which are instances of programs in 

execution. Process much like living things has a life cycle from cradle to grave, 

processes are created sometimes by other parent processes and may create a child 

process and eventually terminate or die. Through the life time of a process it could 

be in the following states 

 New: birth of the process  

 Running: process is being executed  

 Waiting: process at hold for an event 

 Ready: waiting for processor assignment. 

 Terminated: processes has been executed or killed  

 

 
Figure 1:  Process Life Cycle 

 
Process after creation is at the new state, it is admitted in the ready queue for CPU 

allocation. While running state is when the process is being executed by the CPU 

which may be interrupted for a number of reasons such as the input or output 

events or context switching, at this instance the process is said to be in a waiting 

state upon completion of the event the process is registered back into the ready 

queue, furthermore, process could execute completely transiting from running to 

termination or killed for some reasons. 
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1.2 Scheduling Criteria 
 
 CPU Utilisation: The degree of usage of the CPU, a good scheduling algo-

rithm is to keep the CPU 100% busy with no idle times 
 Throughput: number of process executed at a given period of time. 
  Turnaround time: total time spent by the process for entering the queue to its 

final execution. 
 Waiting time: total time spent in the system minus the execution time(s). That 

is time spent in the waiting state. 
 Response time: time taken until the process gets its first CPU allocation. 
 Number of context switching: number of time a process is paused for another 

process to execute. 
 

2. Motivation  
 

Deciding the value of the QT of time slice is the major challenge in the RR algo-

rithm. Having very small time slice will lead to many context switching and less 

process executions deteriorating the utilisation of the processor. As processes have 
varying burst times having a static QT with larger burst times will experience 

many context switching before termination while others might need controlled pre-

emption as their burst time is  more than the QT. The use of dynamic QT seems to 

be reasonable but given individual process its QT will add to the cost of context 

switching. By grouping process and assigning a QT for each will reduce context 

switching and improve the turnaround time – thus, yielding a better result. 

 

3. Related Work  
 

The RR algorithm has been proven over time to be better than other basic schedul-

ing algorithms, these make the algorithm enjoy the attention of researchers for op-

timisation among these are: Dynamic Round Robin with controlled pre-emption 
(DRRCP) here the remaining time required for a process to complete execution is 

considered before context switching, if the process requires a little time it is al-

lowed to execute fully (Ashiru, et al., 2014). 

     The Half Life Variable Quantum Time Round Robin (HLVQTRR) take half the 

burst time of each process as its QT therefore having number of context switching 

equal to the number of processes (Ashiru, et al., 2014); Priority based Round Robin 

CPU scheduling algorithms for real time system, combines the RR with priority 

based scheduling (Singh & Deepa, 2012).  

Variable Quantum Time (VQT) algorithm which is based on averaging technique 

to allocated a variable quantum time (QT) to each process in the ready queue 

(Yashasvini, 2013) 
      A  New Proposed Dynamic Quantum Time with Re-Adjusted RR Scheduling 

Algorithms and its performance analysis proposed the use of the median after first 

round of execution the QT is recalculated (Abbas, et al., 2011). In Even Odd 

Round Robin (EORR), there are two QT (QT1 and QT2). QT1 is the average of 

processes that are in odd position in the ready queue, while QT2 is the average of 
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processes in even position in the ready queue. QT1 is compared to QT2 and the 

greatest is use as the QT in that round (Pallab, et al., 2012) 

      In Average Mid Max Round Robin (AMMRR), quantum time is the mean of 

the summation of the average and the maximum burst time of the processes in the 

ready queue in each cycle. 
      As for Ascending Quantum Minimum and Maximum Round Robin 

(AQMMRR), QT is calculated by multiplying the summation of the minimum and 

maximum CPU burst by 80 percent (Dawood, 2012). Multi Dynamic Quantum 

time Round Robin (MDQTRR) uses two different QT in single cycle. Up to the 

median process, the quantum time used is gotten using the median quartile formula 

MQT (Median Quantum Time) while for the succeeding processes, the Upper 

Quartile formula is used to calculate the quantum time, UQT (Upper Quartile 

Quantum time) (H.S, et al., 2011) 

 

4. Proposed Approach  
 

The HLVQTRR as proposed executes a process completely in two iterations by 
using half the burst time of each process as the QT for that process execution, here-

by leading to n number of context switching for n number of processes. The 

GHLVQTRR is an optimisation of the HLVQTRR. The proposed approach aims to 

reduce number of context switching and improve throughput maintaining the two-

iteration properties of HLVQTRR. Processes in the ready queue are grouped recur-

sively based on processes' burst time, average avg of the ungrouped processes is 

computed, for processes with burst time less than the average are grouped together 

and 1/2avg is the QT dedicated to the grouped processes, this implies that process 

that are less than 1/2 the average of the processes will execute without context 

switching, thus improving throughput of the system, the grouping will repeat recur-

sively until the all processes are grouped and assigned a QT for execution. 
 

5. Illustration 
 

For analysis, the proposed GHLVQTRR will be compared with the traditional 

HLVQTRR  

 

Algorithm 1: GHLQTRR 
 

Case 1: 

Set of processes in the ready queue. 

{p1 =88; p2=89; p3=85; p4=93; p5=90; p6=84; p7= 90} 

Retrieved from the HLVQTRR (Ashiru, et al., 2014) 

 

HLVQTRR 

The algorithm calculates the QT of each process by taking half its burst time 

P1: TQ = 88/2 = 44, P2: TQ= 89/2 ≈ 45, P3: TQ= 85/2 ≈ 43, P4: TQ = 93/2 ≈ 47, 

P5: TQ= 90/2 = 45, P6: TQ= 84/2 = 42, P7: TQ = 90/2 = 45 
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Figure 2: Gantt chat for case 1 

 

Upon execution, each process is run for half its burst time as its QT, in the second 

round system behaves like FCFS approach.  

 

GHLVQTRR 

For this approach processes are grouped and each group assign a QT.  

Average = 88 

P1, P3, and P6 are less or equal to 88 therefore there QT is average / 2 = 44 

P2, P4, P5, and P7 make an average of 91, hence P2, P5, and P7 grouped with a 

QT of 46 
Finally, P4 has QT = 47 

The limitations of the HLVQTRR algorithm is not visible with the sample process 

burst time where the processes with less variance. 

 

ANALYSIS 

Comparing both algorithms based on the calculated criteria the algorithms can be 

assumed of to be the same in terms of waiting time, turnaround time, number of 

context switching. In case 2 where the mean deviation is very high the difference is 

more defined. 

 

Case 2: 
Set of processes in the ready queue 

{P1 = 5; P2 = 7; P3 = 8; P4 = 10; P5 = 9; P6 = 7; P7 = 3; P8 = 5; P9 = 4; P10 = 8; 

P11 = 10; P12 = 9; P13 = 2; P14 = 6; P15 = 14; P16 = 13; P17 = 11; P18 = 16; P19 

= 20; P20 = 21} 
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HLVQTRR 

For quantum time. 

P1: TQ = 5/2; P2: TQ = 7/2; P3: TQ = 8/2; P4: TQ = 10/2; P5: TQ = 9/2; P6: TQ = 

7/2; P7: TQ = 3/2; P8: TQ = 5/2; P9: TQ = 4/2; P10: TQ = 8/2; P11: TQ = 10/2; 

P12: TQ = 9/2; P13: TQ = 2/2; P14: TQ = 6/2; P15: TQ = 14/2; P16: TQ = 13/2; 
P17: TQ = 11/2; P18: TQ = 16/2; P19: TQ = 20/2; P20: TQ = 21/2. 

 

Evaluation 

Average waiting time (AWT) = 127.33 

Average Turnaround Time ATAT = 133.53 

Number of context Switching = 20 

CPU Utilisation = 100% 

 

GHLVQTRR 

Iteration 1: 

Average burst times = 

(5+7+8+10+9+7+3+5+4+8+10+9+2+6+14+13+11+16+20+21) / 20 ==  10, 

QT 1 = 5 

Grouped processes: P1, P2, P3 … P14 have burst times of at most 10. 

QR = P15, P16, P17, P18, P19, P20  

Iteration 2: 

Average burst times of QR = (14+13+11+16+20+21) / 6 = = 16  

Q T2 = 8. 

Group processes: P15, P16, P17, and P18 have burst times less than or equal 16. 

RQ = P19 and P20. 
Iteration 3: 

Average or RQ = (20 + 21) / 2 =  = 21, Q T3 = = 11. 

G roup processes: P19 and P20. 

RQ is empty. 

 

Evaluation 

Average waiting time (AWT) = 108.15 

Average Turnaround Time ATAT = 127 

Number of context Switching = 15 

CPU Utilisation = 100% 

 

ANALYSIS 

In this case, the processes tend to have larger variance with sizes ranging between 

2 and 21. Using the HLVQTRR every process will experience context switching 

thus 20 context switching happened while executing processes. Whereas for pro-
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posed GHLVQTRR three groups created at the end of grouping. While executing 

the processes, after the first iteration, all process with burst times less than the av-

erage were executed fully, this results to less context switching than HLVQTRR. 

The average waiting time for HLVTQTRR was 127.33 and 108.15 for 

GHLVQTRR, this result from relatively smaller processes execute completely in 
the first round of execution reducing their total waiting time those processes. Fur-

thermore, a good improvement was observed in the turnaround time implying that 

the proposed GHLVQTRR has higher throughput compare to HLVQTRR. 

 

Discussion 
 

This study was made to optimise the HLVQTRR algorithm which was proposed 

and was proven to be better than the classic RR using average as the QT. after 

comparing the proposed optimised algorithm GHLVQTRR and HLVQTRR, it was 

observed that the variance of the burst times of the processes affects the behaviour 

of the algorithms, as seen in the first case, the HLVQTRR was better in terms of 

AWT by 0.57 time unit and GHLVQTRR has 0.58 of  time unit worse than 
HLVQTRR with the same  number of context switching, the processes range be-

tween 88 and 93 in case 1. For the second case processes with wider range and 

larger variance was considered and it was observed that the proposed optimisation 

was very much better than the initial algorithm as discussed in the latter sub head-

ing. Comparing the two cases outcomes the GHLVTQRR should be considered as 

an optimisation of the original HLVQTRR as it behaves better with process set.  

 

6. Conclusion  
 

An optimisation of HLVQTRR was proposed and proven to be optimised using 

sample data of different variance. Some limitations and trade-offs of the proposed 
GHLVQTRR are as follows: 

 Overhead computing for the grouping process. 

 Reduced multi programming compared to the initial HLVQTRR 

 Behaves like HLVQTRR with narrow variance. 

 Batch system of processing was used for both case, that is, all process 

arrived at RQ at time 0. 
 

7.  Recommendation  
 

For future work, researcher should consider the following: 

 Processes with different arrival times. 

 Using a computer simulation to evaluate the algorithm. 

 
Correspondence 
Salisu Ibrahim Yusuf  

Department of Computer Science 

Baze University Abuja Nigeria 

Email: salisu.yusuf@bazeuniversity.edu.n 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 220 

 

S E Abdullahi PhD 

Department of Computer Science 

Nile University of Nigeria 

Email: Saleh.abdulllahi@nileuniversity.edu.n  
 

 

References 

 

Abbas, N., Ali, K. & Seifedine, K., 2011. A New RR based Schedulling Algorithm 

for Operating Systems: Dynamic Quantum Using the Mean Average. IJCSI Inter-
national Journal of Computer Science Issues,, 8(3), pp. 224-229. 

 

Abur, M., Muhammad, A., Danjuma, S. & Abdullahi, S., 2011. A Critical Simula-

tion of CPU Scheduling Algorithm using Exponential Distribution. International 

Journal of Computer Science Issues, 8(6), pp. 201-206. 

 

Ashiru, S., Abdullahi, S. & Junaidu, S., 2014. Half Life Variable Quantum Time 

Round Robin (HLVQTRR). International Journal of Computer Science and Infor-

mation Technologies, 5(6), pp. 7210-7217. 

 

Ashiru, S., Saleh, A. & Sahalu, J., 2014. Dynamic Round Robin with Controlled 
Preemtion. International Journal of Computer Science Issues, 11(3), pp. 109-117. 

 

Dawood, A. J., 2012. Improving Efficiency of Round Robin Scheduling Using 

Ascending Quantum And Minumim-Maxumum Burst time. J. of university of 

anbar for pure science, 2012(6). 

 

H.S, B., Rakesh, M., Sabyasachi, S. & Sourav, B. K., 2011. Comparative perfor-

mance analysis of Multi-dynamic Quantum time Round Robin (MDQTRR) Algo-

rithm with Arrival Time. Indian Journal of Computer Science and Engineering 

(IJCSE), 2(2), pp. 262-271. 

 

Pallab, B., B., P. & D.S., S., 2012. Comparative Performance Analysis of Even 
Odd Round Robin Scheduling Algorithm (EORR) Using Dynamic Quantum Time 

with Round Robin Scheduling Algorithm using Static Quantum Time. Internation-

al Journal of Advanced Research in Computer Science and software engineering, 

Volume 2, pp. 62-70. 

 

Singh, R. I. & Deepa, G., 2012. A priority base round robin CPU schedulling algo-

rithm for real time systesms. International Journal of Innovations in Engineering 

and Technology (IJIET), 1(3), pp. 1-11. 

 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 221 

Yashasvini, S., 2013. Determining the Variable Quantum Time (VQT) In Round 

Robin and importance over Average. International Journal of Science, Engineer-

ing and Technology Research (IJSETR), 2(3), pp. 612-617. 

 

 
 

 

 

 

 



Proceedings on Big Data Analytics & Innovation (Peer-Reviewed) 

 222 



Instructions for Authors  
All manuscripts will be submitted via email. Papers will be reviewed in the order in which they are 
received.  
 
Preparation of the Paper: There is no particular standard pattern of presentation, but a research-
based paper will include elements such as an introduction, stating aims and objectives of the research 
and a review of previous work; a statement of the sample, procedure and tests; a factual statement of 
the results and a discussion of their significance, stating implications for policy or practice.  
 
Peer Review Process: All research articles in the Proceedings on Big Data Analytics & Innovation (peer-
Reviewed) will undergo peer review, based on initial editor screening by at least two anonymous refer-
ees. Papers accepted for publication will be subject to copyediting.  
 
Preparation of Manuscript: A manuscript submitted to the Proceedings on Big Data Analytics & Innova-
tion (peer-Reviewed) should be a Microsoft Word file. Manuscripts should be formatted into a 210 x 
297mm (A4) document with one inch margins, should be Times New Roman 12 point type-face, and 
should not be more than 10,000 words (including references).  
 
Title/Abstract Page: The title page should contain the article name, authors’ names and the address 
for manuscript correspondence (including e-mail address, telephone, and or fax numbers). This page 
should also contain a descriptive abstract of no more than 200 double-spaced words. Author’s name 
should appear only on the title page; any indication to the author’s identity in the text should be delet-
ed.  
References should be listed in alphabetical order of surnames at the end of an article and should gener-
ally accord with the Harvard styles. The form in which references are given should be:  
 
For articles: Craft, A. (1998) Educator Perspective On Creativity: An English Study,  
Journal of Creative Behaviour, 32, 4, pp. 244-256.  
 
For books: Ainley, P. and Bailey, B. (1997) The Business of Learning: Staff and Student Experiences of 
Further Education in the 1990s, London, Cassell.  
 
For chapters within books: McNay, I. (1995) ‘From the Collegial Academy to Corporate  
Enterprise: the Changing Cultures of Universities’ in T. Schuller (ed).  
The Changing University? Buckingham, SRHE and Open University Press.  
 
Tables/figures/illustrations/photographs: Tables should be typed out on separate sheets and not 
included in the actual text. One set of (finished) artwork for figures should be supplied in a form suita-
ble for reproduction.  
Authors are responsible for clearing copyrights issues of any materials used in the manuscript (e.g. 
figures, tables, illustrations, photographs, etc.)  
Proofs will be sent to author/s if there is sufficient time to do so. They should be corrected and re-
turned to the Editors within five working days. Major alterations to the text cannot be accepted.  
Offprint (in PDF) will be supplied free of charge to authors via email.  
Copyright: Individual authors. Authors may use the manuscript elsewhere after publication without 
prior permission from the publishers, KIE Publications, provided that acknowledgment is given to the 
Proceedings on Big Data Analytics & Innovation (peer-Reviewed) as the original source.  
 
Papers should be sent electronically to: Conferenceteam@kiecon.org.  
 
Papers not adhering to these submission guidelines are subject to being rejected with-
out review. 



 

Proceedings on  

         Big Data Analytics & Innovation (Peer-Reviewed)  
 
EDITORIAL NOTE  
JAMES OGUNLEYE. ‘Ever-expanding Application of  Big Data Analytics’  
                                                                                                
PAPERS 
UGOCHUKWU ONWUDEBELU, SANJO FASOLA OJENIYI & ADEBAYO JOSEPH. Big Data in Big Giant in Big 
Continent  

 
ABUBAKAR, K, JUDE, J., YUSUFF, A.S. & EMMANUEL, O.G. Innovating with Data: the Aquila Technology 
Case in Petroleum Equalization Fund (Management) Board  
 
UJAH BRIDGET CHINALU & ADEJORO CONELIUS ONIMISI. Big Data Mining and Analytics for National 
Security in Nigeria 
 
OBUANDIKE GEORGINA N., JOHN  ALHASAN &  M. B. ABDULLAHI. Data Mining Application in Crime 
Analysis and Classification 
 
ADEJORO CORNELIUS ONIMISI & OGBUAGU-UJAH BRIDGET. Crime Control Using National Social Securi-
ty Numbering System 
 
ETUK, S. O., OYEFOLAHAN, I. O., ZUBAIR, H. A., BABAKANO, F. J. & BIMA, M.E. Students’ Academic 
Performance Modeling and Prediction: A Fuzzy Based Approach  
 
PETER E. AYEMHOLAN, GARBA, SULEIMAN & OSAIGBOVO TIMOTHY. A Framework for Unified Distributed 
System for Crime Prevention and Detection (UDSCPD) 
 
ELIZABETH N. ONWUKA, BALA A. SALIHU & PASCHAL S. IORNENGE. An Enhanced Conductance-Based 
Approach for Community Detection In Weighted Mobile Phone Networks  
 
PATRICK CHUKE & CHIDIEBERE  OKUTALUKWE. Good Governance As A Security Management Strategy: 
An Overview of Nigeria’s Experience  
 
E.N. ONWUKA, A.J. ONUMANYI, & YUSUF Y. FOLAWIYO. Design and Implementation of Autonomous 
Ground Control Station for Surveillance UAV  
 
L. J. MUHAMMAD, I. A. MOHAMMED & ABDULLAHI GARBA ALI. Social Media Analytics: Indispensable 
Counterterrorism Framework to improve Intelligence Gathering towards Combating Terrorism in Nige-
ria 
 
OGBOLE C. I., MUHAMMED S., MUHAMMAD E.B., FOLORUNSO T. A. & NUHU B.K. Predicting the Time 
Lag between Primary and Secondary Waves for Earthquakes using Artificial Neural Network 
 
ELIZABETH N. ONWUKA, BALA A. SALIHU & SHERIFF MURTALA. Improved Influence Factor Scheme for 
Detecting Influential Nodes in Mobile Phone Network  
 
S.A. ADEBO, E.N. ONWUKA, A.J. ONUMANYI & A.S. USMAN. A Survey of Range-Based Techniques for 
Localizing Primary User Emulators in Cognitive Radio Network 
 
ELIZABETH N. ONWUKA, CAROLINE ALENOGHENA & E.S. DIKKO. Performance Evaluation of the Inter-
connect Clearing Houses in the Nigerian Telecommunications Industry  
 

SALISU IBRAHIM YUSUF & S. E. ABDULLAHI. A Grouped Half-Life Variable Quantum Time Round Robin 
Scheduling (GHLVQTRR) Algorithm for  CUP Process 


