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Abstract

Phishing attacks remain a significant security threat in cyberspace, targeting individuals and businesses to steal confidential
information. Traditional detection methods often struggle to identify newly created or altered phishing sites, highlighting the need
for more adaptive solutions. This study evaluates the performance of various deep learning (DL) models for detecting online phishing
attacks. A comparative analysis of single and hybrid DL models, including CNN, LSTM, BiGRU, and their combinations, is
conducted. The evaluation is based on metrics such as accuracy, precision, recall, and F1-score, derived from 17 peer-reviewed
publications published between 2019 and 2024. Results indicate that hybrid models, particularly ODAE-WPDC, exhibit superior
performance, achieving accuracy rates of up to 99.28% and robust results across all metrics. Single models, such as CNN and BiGRU,
also demonstrate strong performance, with accuracy ranging from 97% to 99.5%. This research underscores the efficacy of deep
learning architectures in phishing detection and offers practical guidance for selecting optimal models based on specific
requirements.
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Introduction

Phishing attacks involve building bogus websites that mimic legitimate ones to steal sensitive information such as
usernames, passwords, and financial details (Manoj et al., 2021; Alabdan, 2020; Ali & Mohd Zaharon, 2024; Alkhalil
et al., 2021; Chaudhary, 2012; Gupta et al., 2017; James, 2005; Mohammad et al., 2015). Notwithstanding enormous
technology improvements, phishing remains a continuous concern owing to attackers' adaptable and dynamic features
(Do et al., 2022). Traditional approaches to phishing detection, such as blacklist-based systems and heuristic methods,
are generally useless against new or significantly updated phishing websites (Somesha et al., 2020; Eka Purwiantono &
Tjahyanto, 2017; Hidayanto et al., 2022; Irawan et al., 2021; Mahmud & Wirawan, 2024).

The deployment of Deep Learning (DL) models has been increasingly popular in recent years due to their capacity to
learn complicated representations and their resilience to developing attack techniques (Alzubaidi et al., 2021; Admin,
2024; Afinda, 2024; Amazon, 2024; Nursyafitri, 2023). DL models can examine enormous datasets to uncover patterns
that automatically distinguish phishing websites from real ones (Citra, 2024; Hazzataqiy, 2024; Nada, 2019; Pilo, 2023;
Puskomedia, 2024). This makes them well-suited to handle the difficulty of identifying phishing assaults, notably when
coupled with feature extraction techniques that allow models to focus on essential website attributes like URLs, HTML
content, and domain registration information (Tesfom et al., 2023; Almomani et al., 2022; Kara et al., 2022; Opara et
al., 2020). Numerous deep learning models are available for identifying phishing websites; however, the effectiveness
of each model may vary significantly based on the type of attack, feature selection, and data preprocessing practices
(Iswahyudi et al., 2023; Santoso, 2023; Wahyuni et al., 2024). A careful examination of these models is essential to
develop the best-performing solutions for real-world applications.

With the wide range of deep learning models available, it is essential to comprehend the advantages and disadvantages
of various phishing detection architectures to maximize efficiency and reduce false positives or negatives. This article
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analyzes various deep learning architectures for phishing detection and investigates their effectiveness in identifying
phishing websites.

Various scholars have proposed several deep learning methods to detect online phishing attacks. (Alshingiti et al., 2023)
introduce three deep learning algorithms, CNN, LSTM, and a hybrid LSTM-CNN, to detect phishing websites. Their
experiments show that CNN is the most effective model in phishing detection, surpassing the other models with an
accuracy of 99.2%. (Adebowale et al., 2023; Adebowale et al., 2023) introduce the Intelligent Phishing Detection
System (IPDS), a hybrid model merging CNN and LSTM, which leverages URLSs and website content, including visuals
and text. The model achieves 93.28% accuracy with an average detection time of 25 seconds, balancing precision and
speed. (Wu et al., 2022) provide a BiIGRU model modified with an attention mechanism and dropout regularization to
prevent overfitting.

This technique performs well in detecting malicious URLs 97.92 and gives substantial insights for practical applications.
(Wang & Chen., 2022) create TCURL, a hybrid network that integrates convolution and transformer branches to handle
both local and global URL correlations. It gets up to 99.77% accuracy, outperforming previous techniques. (Assefa &
Katarya., 2022) offer a neural network-based autoencoder that uses outlier analysis to detect phishing websites,
including zero-hour phishing attacks. This technique provides a solution for real-time phishing detection. Zheng et al.
(2022) offer an HDP-CNN model that mixes character-level and word-level URL representations with an accuracy of
98.30%. It excels at handling imbalanced datasets and obtaining detailed information from URLs.A multi-feature
extraction technique utilizing MLP, CNN, and RNN models is presented by Yu et al. (2022). This method can handle
challenging phishing detection tasks, as seen by its 97.75% accuracy rate. A deep autoencoder-based model (ODAE-
WPDC) with a 99.28% accuracy is provided by (Algahtani et al., 2022) using artificial algae and invasive weed
optimization for feature selection, suggesting its applicability in phishing detection. (Tang & Mahmoud., 2022) provide
a browser plug-in for real-time phishing detection that incorporates RNN-GRU, blacklist interception, and whitelist
filtering. The approach obtained 99.18% accuracy with low false positives, indicating its utility.

(Mourtaji et al., 2021) offer a hybrid rule-based approach using numerous machine learning models and deep learning
approaches such as CNN and MLP. CNN outperforms other models with a 97.945% accuracy, suggesting the use of
such hybrid methods for efficient phishing detection. Using sensitive word segmentation, (Zhang et al., 2021) propose
a CNN-BILSTM hybrid model for phishing detection. The model accurately captures long-distance URL dependencies,
obtaining good accuracy and recall. (Ozcan et al., 2021) develop hybrid models utilizing LSTM and DNN, emphasizing
NLP-based feature extraction. Their algorithms surpass existing strategies in terms of accuracy, demonstrating promise
for phishing URL identification. (Feng & Yue., 2020) demonstrate RNN-based models leveraging URL lexical
information to detect phishing attempts with more than 99% accuracy.

Their work also introduces unique visualization tools to evaluate model activity and increase phishing detection
accuracy. (Somesha et al., 2020b) focus on three models (DNN, LSTM, CNN) for phishing detection, reaching great
accuracy (99.57% for LSTM). Relying on a few third-party services, these architectures are known for their speed and
robustness. The character-level CNN paradigm proposed by (Aljofey et al., 2020) eschews third-party services and
content retrieval. It yields 98.58% accuracy, making it a speedy and efficient URL-based detection technique. (Wang
et al., 2019) propose PDRCNN, a fast phishing detection model using bi-directional LSTM and CNN to identify URLS.
Without depending on-page content or other services, it achieves 97% accuracy and excellent processing speed. Table
1 displays the literature summary of the selected papers regarding performance.

Method

In Table 1, a comparative analysis of the deep learning model for website phishing detection is carried out, based on a
review of existing research rather than new experiments, seventeen studies were selected from peer-reviewed journals
and conference proceedings published between 2019 and 2024, focusing on deep learning models. Searches were
conducted in IEEE Xplore, SpringerLink, and Scopus using the keywords "deep learning for website phishing
detection," "website phishing detection approaches," and "hybrid deep learning models for website phishing detection."
Only papers that provided detailed performance metrics, such as accuracy, precision, recall, F1-score, or detection time,
were included. The models were then categorized into Single and Hybrid Models, and their performance was evaluated
based on the standard metrics shown in Figure 1.
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Figure 1. Methodology

Table 1. Summary of the review of the selected studies based on performance

. - Test
Accuracy Precision Recall F1-Score AUC  Training .
Authors/Year Method (%) (%) (%) (%) (%) Time (s) Tg;e
(Alshingiti et al., 2023) LSTM-CNN 97.6 96.9 98.2 97.6 Nil Nil Nil
(Adebowale et al., 2023) IPDS (CNN+ LSTM) 93.28 93.28 93.28 93.28 Nil Nil Nil
(Wuetal., 2022) DA-BiGRU 0.9792 0.9691 0.9834  0.9553 Nil Nil Nil
(Wang & Chen, 2022) TCURL 0.9692 0.9718 0.9664  0.9691 Nil Nil Nil
(Assefa & Katarya, 2022) Autoencod 91.24 Nil Nil Nil Nil Nil Nil
Er
(Yuetal., 2022) multi-feature (MLP, 97.75 96.65 99.01 97.82 Nil Nil Nil
CNN & RNN)
(Zheng et al., 2022) HDP-CNN 98.30 nil Nil 94.95 Nil Nil Nil
(Algahtani et al., 2022) ODAE-WPDC 99.28 99.29 99.24 99.27 Nil Nil Nil
(Tang & Mahmoud, 2022) RNN-GRU 99.18 98.6 Nil 99.15 Nil Nil Nil
(Ozcan et al., 2021) DNN+BILSTM 98.79 Nil Nil 98.81 98.78  Nil Nil
(Mourtaji et al., 2021) CNN 97.945 Nil Nil 98.591 Nil Nil Nil
(Zhang et al., 2021) CNN-BIiLSTM 98.84 99.71 98.04 98.87 Nil Nil Nil
(Somesha et al., 2020b) CNN 99.43 Nil Nil Nil Nil Nil Nil
(Feng & Yue, 2020) BiGRU 99.5% 97.1% 96.4% 96.8% Nil Nil Nil
(Aljofey et al., 2020) CNN 98.58 98.55 98.62 98.56 98.58  5281.81 32.70
(W. Wang et al., 2019) PDRCNN 95.6 97.33 93.78 95.52 98.96  4426.15 40.66

Table 1 shows the performance of the literature across different measures, including accuracy, precision, recall, f1 score,
AUC, training, and test time.

Results and Discussion

Result

Assessing the effectiveness of each deep learning model is crucial to comprehending how well it can detect phishing
attempts. The result of every single model (CNN and BiGRU) is presented in Tables 2 and 2 and visualized in Figures
2 and 2, respectively, focusing on their detection accuracy, precision, recall, f1 score, and model adopted.

Table 2 Categorization of single CNN models performance

Authors/Year Model Accuracy (%) Precision (%) Recall F1-score
Alshingiti et al. (2023) CNN 99.2 99 99.2 99.2
Mourtaji et al. (2021) CNN 97.94 Nil Nil Nil
Somesha et al. (2020) CNN 99.43
Aljofey et al. (2020) CNN 98.58 98.55 98.62 98.56

Table 2 shows the performance of CNN models from various studies, all showing high accuracy between 97.94% and
99.43%. (Alshingiti et al., 2023; Aljofey et al., 2020) provide comprehensive evaluations with precision, recall, and F1-
scores closely matching their accuracy, indicating well-balanced and reliable performance. However, (Mourtaji et al.,
2021; Somesha et al., 2020) report only accuracy, making it harder to assess the effectiveness of their models fully.
While all models demonstrate substantial accuracy, the detailed results from Alshingiti and Aljofey offer more precise
insights into their consistency and robustness. Figure 2 shows the categorization of the performance of single models.
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Figure 2. Categorization of single model's performance
Table 3 Categorization of single (BiGRU) models performance
Authors/Year Model Accuracy (%) Precision (%) Recall (%) F1-score (%)
Feng & Yue, (2020) BiGRU 99.5 97.1 96.4 96.8

Table 3 shows the performance of the BiIGRU model by (Feng & Yue., 2020) with an accuracy of 99.5%, indicating it
makes nearly flawless predictions. While precision (97.1%) and recall (96.4%) are slightly lower, the model is highly
effective at minimizing false positives, though it occasionally misses a few positive cases. The F1-score (96.8%) reflects
a strong balance between precision and recall. Despite minor variations in the metrics, the model demonstrates high
effectiveness and reliability across all key performance indicators. Figure 3 depicts the categorization of a single
(BiGRU) model.

BiGRU Model Performance Metrics (Feng & Yue, 2020)
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Figure 3. Categorization of single models performance

The research results are presented in full and in accordance with the scope of the study. The results of the research can

be completed with tables, graphs (images), and/or charts. Tables and figures are numbered and titled. The results of the
data analysis were interpreted correctly.
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Table 4. Categorization of hybrid model's performance

Auths/Year Method Accuracy(%) Precision (%) Recall(%0) F1-Score(%)
(Alshingiti et al., 2023) LSTM-CNN 97.6 96.9 98.2 97.6
(Adebowale et al., 2023) IPDS (CNN+ LSTM) 93.28 93.28 93.28 93.28
(Wuetal., 2022) DA-BiGRU 0.9792 0.9691 0.9834 0.9553
(Wang & Chen, 2022) TCURL 0.9692 0.9718 0.9664 0.9691
(Yuetal., 2022) multi-feature (MLP, CNN & RNN) 97.75 96.65 99.01 97.82
(Zheng et al., 2022) HDP-CNN 98.30 nil Nil 94.95
(Algahtani et al., 2022) ODAE-WPDC 99.28 99.29 99.24 99.27
(Tang & Mahmoud, 2022) RNN-GRU 99.18 98.6 Nil 99.15
(Ozcan et al., 2021) DNN+BiLSTM 98.79 Nil Nil 98.81
(Zhang et al., 2021) CNN-BIiLSTM 98.84 99.71 98.04 98.87
(W. Wang et al., 2019) PDRCNN 95.6 97.33 93.78 95.52

Table 4 displays multiple hybrid models according to accuracy, precision, recall, and F1-score. The ODAE-WPDC
model (Algahtani et al., 2022) obtains the highest accuracy at 99.28%, with comparably good results across other
criteria. The RNN-GRU (Tang & Mahmoud., 2022) and CNN-BiLSTM (Zhang et al., 2021) models work as well,
topping 99% accuracy. In comparison, models like IPDS (Adebowale et al., 2023) and PDRCNN (W. Wang et al., 2019)
show somewhat lower accuracy but retain equal effectiveness across all metrics. Overall, each model has various
characteristics, with some excelling in certain areas while others give more uniform performance. Figure 4 displays the
Categorization of Hybrid Models Performance.

Performance Metrics Comparison Across Methods
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Figure 4. Categorization of hybrid models' performance
Table 5. Comparison of the performance of the single models
Authors/Year Method Accuracy(%) Precision (%) Recall(%) F1-Score(%)
Alshingiti et al. (2023) CNN 99.2 99 99.2 99.2
Mourtaji et al.(2021) CNN 97.94 Nil Nil Nil
Somesha et al. (2020) CNN 99.43 Nil Nil Nil
Aljofey et al. (2020) CNN 98.58 98.55 98.62 98.56
Feng & Yue (2020) BiGRU 99.5 97.1 96.4 96.8

Table 5 illustrates and Figure 5 compares the performance of single models for detecting website phishing attacks. Table
5 assesses the performance of single models, primarily CNN and BiGRU, based on accuracy, precision, recall, and F1-
score. CNN models consistently deliver strong results, with accuracy ranging from 97.94% to 99.43%. The highest
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accuracy (99.43%) is reported by Somesha et al. (2020), although precision, recall, and F1-score values are not provided.
(Alshingiti et al., 2023) present a well-rounded CNN model with 99.2% accuracy and high precision, recall, and F1-
score. Similarly, (Aljofey et al., 2020) show a high-performing CNN with 98.58% accuracy and balanced metrics. On
the other hand, the BiGRU model from (Feng & Yue., 2020) achieves slightly higher accuracy (99.5%) but exhibits
lower precision, recall, and F1-scores, suggesting that while it excels in accuracy, its performance in other areas is less
consistent. Overall, CNN models demonstrate robust, consistent performance, while the BiGRU model stands out in
accuracy but is less balanced across different metrics.

Performance Metrics by Model
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Figure 5. Comparison of the performance of the single models
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Table 6. Comparison of the performance of the hybrid models

Authors/Year Method Accuracy(%) Precision (%) Recall(%) F1-Score(%)
(Alshingiti et al., 2023) LSTM-CNN 97.6 96.9 98.2 97.6
(Adebowale et al., 2023) IPDS (CNN+ LSTM) 93.28 93.28 93.28 93.28
(Wu et al., 2022) DA-BiGRU 0.9792 0.9691 0.9834 0.9553
(Wang & Chen, 2022) TCURL 0.9692 0.9718 0.9664 0.9691
(Yuetal., 2022) multi-feature (MLP, CNN & RNN) 97.75 96.65 99.01 97.82
(Zheng et al., 2022) HDP-CNN 98.30 Nil Nil 94.95
(Algahtani et al., 2022) ODAE-WPDC 99.28 99.29 99.24 99.27
(Tang & Mahmoud, 2022) RNN-GRU 99.18 98.6 Nil 99.15
(Ozcan et al., 2021) DNN+BILSTM 98.79 Nil Nil 98.81
(Zhang et al., 2021) CNN-BiLSTM 98.84 99.71 98.04 98.87
(W. Wang et al., 2019) PDRCNN 95.6 97.33 93.78 95.52

Table 6 illustrates and Figure 6 depicts the comparisons of the performance of single models for the detection of website
phishing attacks. Table 6 examines the effectiveness of multiple hybrid models with regard to accuracy, precision,
recall, and F1 score. The ODAE-WPDC model (Algahtani et al., 2022) scores top with 99.28% accuracy and near-
perfect precision, recall, and F1-score, suggesting remarkable overall efficiency. Other effective models are RNN-GRU
(Tang & Mahmoud., 2022) and CNN-BIiLSTM (Zhang et al., 2021), with both having accuracy surpassing 99%,
however, some measures are lacking. LSTM-CNN (Alshingiti et al., 2023) and the multi-feature model (Yu et al., 2022)
also perform well, with an accuracy of roughly 97.6-97.75%. In comparison, IPDS (Adebowale et al., 2023) and
PDRCNN (W. Wang et al., 2019) show lower accuracy, with IPDS maintaining consistent scores across all metrics,
while PDRCNN displays more variability. DA-BIiGRU (Wu et al., 2022) and TCURL (Wang & Chen., 2022) achieve
around 97% accuracy with balanced performance. The top models deliver high accuracy and balanced metrics; others
show inconsistencies or missing data.
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Table 7. Comparison of training timeacross models

Authors/Year Method Training Time (s) Test Time (s)
(Aljofey et al., 2020) CNN 5281.81 32.70
(W. Wang et al., 2019) PDRCNN 4426.15 40.66

Table 7 compares the training and test times of two models: CNN (Aljofey et al., 2020) and PDRCNN (W. Wang et al.,
2019). The CNN model takes longer to train, requiring 5281.81 seconds, while PDRCNN completes training in 4426.15
seconds, making it quicker in that phase. However, CNN compensates with a faster test time of 32.70 seconds, compared
to PDRCNN's 40.66 seconds. This indicates that CNN requires more training time and is more efficient during testing,
making it potentially more suitable for applications where rapid prediction is essential.

Comparison of Training Time and Test Time for Different Methods
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Figure 7. Comparison of the performance of the single models
Discussion

The paper titled "Evaluating Deep Learning Models for Website Phishing Attack Detection" analyzes the usefulness of
deep learning (DL) models, including CNN, RNN, LSTM, and hybrid models, in detecting phishing websites. It
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highlights the versatility of phishing attacks, which undermine conventional detection methods, and proposes DL as a
robust option due to its pattern recognition capabilities. Key findings indicate that hybrid models, such as ODAE-WPDC
and RNN-GRU, achieve excellent accuracy and balanced performance across metrics like precision and recall. CNN
models also provide consistent and reliable results, while BiGRU records the highest accuracy among single models.
However, the study also identifies several challenges, including long training times, the need for real-time detection
improvements, and issues arising from imbalanced datasets.

The research recommends exploring efficient hybrid architectures, advancing real-time detection capabilities, and
implementing explainable Al to enhance transparency and trust. It emphasizes the critical role of DL in advancing
phishing detection and cybersecurity. This study aligns with recent research exploring deep learning models for phishing
website detection, demonstrating their effectiveness in this domain. A hybrid CNN-Attention-LSTM model achieved
97% accuracy by leveraging URL features and semantic dependencies (Sultana et al., 2023).

Another study combining CNN and LSTM achieved 93.28% accuracy using URL, image, and frame element data
(Adebowale et al., 2019). An empirical analysis of various deep learning algorithms, including DNN, CNN, LSTM, and
GRU, revealed that no single algorithm excelled across all performance metrics, underscoring the need for tailored
solutions (Do et al., 2021). A comparative study of deep learning and machine learning algorithms found that a
combined CNN-LSTM model outperformed other approaches with 93.1% accuracy (Tesfom et al., 2023). These
findings highlight the potential of deep learning techniques in phishing detection, particularly hybrid models while
emphasizing the importance of considering specific application requirements when selecting an approach.

Conclusions and Suggestions

Conclusions

The comparable examination of deep learning models for phishing website detection indicates that though single models
such as CNN and BiGRU exhibit excellent accuracy and reliable achievement, hybrid models, specifically ODAE-
WPDC, show superior accuracy, precision, and recall efficacy. This study underscores the significance of blending
diverse deep learning architectures to tackle the dynamic nature of phishing attempts, giving useful insights for creating
more efficient detection systems. The findings also underline the significance of addressing accuracy and computational
efficiency, with models like CNN offering higher test speeds despite longer lengthy training durations. Future studies
ought to focus on enhancing hybrid models and testing them in real-world circumstances to ensure practical
applicability.

Suggestions

The recommendations from this study for future development are as follows:
1. Further develop hybrid models such as ODAE-WPDC by incorporating new deep learning methods or more
efficient optimization algorithms.
2. Use larger and more diverse datasets from various languages, regions, or phishing patterns to enhance the
model's generalization.
3. Test the integration of the model with existing security systems to evaluate its effectiveness and scalability in
complex operational environments.

Contribution: Abdullahi Raji Egigogo: Content development, Formal analysis, investigation, methodology, writing-
original draft, review & editing. Prof. Ismaila Idris: Conceptualisation, quality assessment, review & editing,
supervision. Prof. Morufu Olalere: Visualisation, quality assessment, review & editing, supervision. Dr. Mrs. Abisoye:
Resources, quality assessment, supervision, review & editing.ss
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