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INTRODUCTION

We had the great honor of organizing the 2nd International Conference on Scientific and Academic
Research ICSAR 2023. It was truly a great pleasure for us to greet a lot of participants from many
different countries attending ICSAR 2023! We firmly believe that the conference will become an
important international event in the field of cross-industry discussion about innovations in Academic
Studies.

ICSAR 2023 was organized by All Science Academy located in Konya, Turkey.

Three cooperating organizations supported the four-day conference. There were 275 papers accepted
for presentation at ICSAR 2023, contributed from different countries. We had plenary speeches and
several well-known scientists and experts, to give invited talks at differentsessions.

The purpose of ICSAR 2023 was to provide a forum for the participants to report and review innovative
ideas, with up-to-date progress and developments, and discuss novel approaches to the application in
the field of their own research areas and discuss challenges of doing science.

We sincerely hope that the exchange of ideas on doing research, science and improving education will
help the participants, and international cooperation sharing the common interest will be enhanced.

On behalf the Organization Committee of ICSAR 2023, we would like to heartily thank our cooperating
organizations for all they have done for the conference. We would also like to thank the authors for their
contribution to the proceedings; the participants and friends of ICSAR 2023, for their interest and efforts
in helping us to make the conference possible; and the Editorial boards for their effective work and
valuable advice, especially the ICSAR 2023 secretariat and the ICSAR 2023 staff, for their tireless
efforts and outstanding services in preparing the conference and publishing the Proceedings.

Asst. Prof. Dr. Umut Ozkaya

Conference chairs
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SPECTRUM OCCUPANCY PREDICTION USING A MODIFIED
XGBOOST MACHINE LEARNING ALGORITHM
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Abstract — There is an alarming rate of growth in the usage of spectrum, where some of the allocated spectra
is fully engaged while others are sparsely utilized. This gives attention to the use of cognitive radios where the
Primary users can maximize the available spectrum holes alongside the secondary users. The challenge of
using cognitive radio technology is interference which is a factor that causes a delay in the handoff time.
XGBoost alongside other regression Machine Learning (ML) Algorithm such as linear Regression, Lasso
Regression, Ridge regression, and the random forest was used to train and predict the dataset gotten from
sensing the spectrum at a location called Morris Fertilizer within the environs of Minna, Niger state. Linear
regression, Random forest regression, XGBoost, Ridge, and Lasso have been used for the prediction of
cognitive radio frequencies based on 10 power features.

The linear Regression, Ridge and Lasso gave the same level of accuracy of 6.39%, while Random forest gave
an accuracy of 54.65%Xgboost gave the best performance with an accuracy level of 96.85%, thus boosting
algorithm shows a high level of prediction ability.

Keywords: Cognitive Radio, Spectrum Sensing Energy Detector, Machine Learning Algorithm.

INTRODUCTION technology improves both the efficiency and
effectiveness of spectrum utilization [4] & [5]. [6]
Worked to minimize the delay that occurs during
spectrum handoff. To increase the time and energy
efficacy of Spectrum Sensing [7] reduced the
number of channels used for sensing with spectrum
prediction. [8] Shows that XGBoost outperforms a
number of other well-known machine learning
methods such as the linear Regression, Lasso
Regression, Ridge regression and random forest on
a range of datasets from a spectrum sensing of
frequency range between 80MHz to 2GHz. The
analysis carried out shows the XGBoost ML
algorithm has the ability to work better with a large

The current exponential growth in technological
advancements has led to an increased demand for
wireless devices. This surge in demand, coupled
with the static management of the radio spectrum,
has resulted in a shortage of available spectrum.
This shortage is due to the inefficiency of the static
management of the spectrum, which is unable to
accommodate the growing number of wireless
devices. [1] Observed that most current wireless
communication systems are based on the concept
of fixed frequency allocation. The quality-of-
service (QoS) criteria of the radio spectrum are met
while consuming less energy thanks to cognitive
radio (CR) te Chﬂ%)l ogy [2]. I%/Iya chine learnin gg (ML) dataset, wher.eas the other regression ML algorithm
algorithms are used to mimic human intelligence seems to be limited.

and they can make decisions without explicit

programming [3]. The use of ML algorithms in CR
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II. MATERIALS AND METHODS

The system design consists briefly of two major
stages: (a) the spectrum sensing stage. (b). the data
analysis with the ML algorithm for the prediction
of spectrum holes (XGBoost). To collect data to run
analysis, a high-gain outdoor antenna with an
acceptable capability frequency range of 80MHz to
2GHz was connected to the spectrum analyzer to
capture electromagnetic signals.

The components used for the collection of data are
as follows:

Antennae, which enables the spectrums analyzer to
capture electromagnetic waves. Table 1 shows the
frequency band and allocations that were analyzed
An Agilent spectrum Analyzer N9342C, A
personal computer, and a backup power supply
(generator) to sustain the sensing process for the
period of the exercise. The Global Position System
(GPS) was used to determine the location where the
exercise was carried out. Figure 1 shows a block
diagram of components. The dataset collected as
CSV files at collated in a spreadsheet and imported
into the Python 3.0 Jupyter.

The dataset was checked to know the type if it was
a discreet or classification (yes or no) problem.
The dataset from the spectrum sensing exercise is
continuous. Which means it is a regression
problem. The correlation was visualized using the
heat map representation as shown in figure 6. After
this, the correlation between the dataset was
checked. The dataset was divided into training and
testing datasets. To train the dataset 80% of the
dataset was used to train while the other 20% was
used to test the functionality of the prediction
exercise. The dataset was grouped into the predictor
and the target (what is being predicted). The target
is the frequencies of the analyzed spectrum in Hz
and the predictors are the powers in -dB. Using
powers to predict frequencies. The Linear
regression, Random forest regression, Ridge and
Lasso was trained and tested with the dataset until
the XGBoost gave a high percentage accuracy level
and prediction.
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Table 1 Frequency band and allocations analyzed

FREQUENCY SERVICE
RANGE
88 - 108 MHz FM Radio Broadcast
Navigation (VOR),
Aeronautical Navigation,
Military  Land  Mobile,
Amateur Radio , Land
108 - 200 MHz Mobile (VHF)
Land Mobile (VHF), Fixed &
Land  Mobile  Military
200 - 400 MHz Aviation
Land Mobile (UHF),
Amateur Radio, Land Mobile
(UHF), TV Channels 14 — 20,
400 - 600 MHz TV Channels 21 — 36
Land Mobile (UHF), TV
Channels 38 — 51, Public
Safety &  Commercial
600 - 960 MHz Wireless

960 — 2000 MHz

Microwave Communication,
GPS, Bluetooth, Wi-Fi
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SPECTRUM ANALYZER: PERSONAL COMPUTER{PC) ‘A/‘ MACHINE LERRNING ALGORITHM

In [21]:

In [22]:

In [23]:

In [24]:

In [25]:

RESIAT

Fig 1 A block diagram of components

II1. RESULT
The sensing and prediction of the spectrum were

carried out in stages in which the first stage was the
collection of the dataset in the field and stage two
was to build a suitable model for the dataset
acquired.

1 [#1]° Trals ¥, Test f, Tealay, Teir ¥ - trils tesr coliv( sed, y, Tealn 5130 - W0, tast iizs - 0.1, surdos stats - 1)
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Tralning set ---» {388, 113 (368, 1}

Testieg sat -3 (93, 1%} {53, 1}

Linkeg = Lintarfugression()
1inkeg. FiziTrain &, Train ¥)
pred_tratn L1s « LisReg.gredict{Traln %)

8371

c - LinRag.scpre(Tratn X,
e train aczuracy score of < {B: 4R Formatizraln_ace *598}
[ +3geT{Boan_squared. erroe{Tral

The traln securucy score of the Lissarhegression Lo 8500

asnsmins, s3Ten1

Train X, Test X, Train ¥, Test ¥ = train test split(X std, y, train size = 0.8, test size = 8.2, random state = 1)

print('Original set ---»',X.shape, y.shape,
‘\nTraining set --->', Train X.shape, Train Y.shape,
"\nTesting set --->",Test_X.shape, Test_Y.shape )

Original set ---> (461, 11) (461, 1)
Training set ---» (368, 11) (368, 1)
Testing set ---> (93, 11) (93, 1)

linReg = LinearRegression()
linReg.fit(Train_X, Train ¥)
pred train 1in = linReg.predict(Train X)

train_acc = linReg.score(Train_X, Train_Y)

print(“"The train accuracy score of the LinearRegression is: {@:.2f}%".format{train acc *iea))

print(np.sqrt(mean_squared_error(Train_¥, pred_train_lin}))

The train accuracy score of the LinearRegression is: 6.39%
539168684 .5071681

Figure 2 Linear Regression Test

from sklearn.ensemble import RandomForestRegressor
rf = RandomForestRegressor()
#randomized search cv

n_estimators = [int(x) for x in np.linspace(start = 168, stop =1586, num = 15)]

#numbers of features to consider in every split
print(n_estimators)

max_features = ['aute’, ‘sgrt’]

#max nos, of levels in tree

max_depth = [int(x) for x in np.linspace(5,28, num =5)]
#min nos. of samples required to split a node
min_samples_split = [2,5,18,15,108]

##min nos. of samples required at each Leaf
min_samples_leaf = [1, 2, 5, 1@]

[1ee, 20@, 308, 480, S0@, 608, 700, 80@, 098, 10e9, 1108, 1208, 1360, 1490, 1500]

from sklearn.model selection import RandomizedSearchCV
#various parameters that was taken
random_grid = {'n_estimators': n_estimators,
‘max_features”: max_ features,
‘max_depth': max_depth,
‘min_samples split':min_samples_split,
‘min_samples_leaf’: min samples_leaf}
print{random_grid)

{'n_estimators’: [10@, 200, 308, 400, 508, 6588, 708, 808, 900, 160, 1100, 1200, 1368, 1400, 156@], "max_features':; ['aute”, 's
grt'], ‘max_depth': [5, 8, 12, 16, 28], 'min_samples_split': [2, 5, 18, 15, 188], 'min_samples_leaf': [1, 2, 5, 18]}

Figure 3 Random Forest
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I [26]: rf_pandon = RandonizedSearch(V(estimator - of, param distritutions - random grid, storing = 'neg sean squared error’,
o fter = 106, ov = 5, raddon state = 1)

Tn [17]: rf randon. Fit(Train X, Train ¥)

Dut[27]: RandoaizedSearchiV(cys5, estinatorsRandoaForestRegressor(), n_iters1tg,
paran,_distritutions={ ‘nax_depth': [5, 3, 12, 16, ),
"max_features”: ["aste’, "sqrt’],
‘nin_samples leaf': [3, 2, 5, 18],
"min_samples split': [2, 5, 18, 15,
1],
'n estirators’; [106, 20, 308, 468,
506, 604, Tod, B9,
98¢, 1099, 1169, 1206,
138, a8, 15000,
random states1, scoring="neg mean squared error’)

In [28]: pred_train of = rf_randos,predict (Train ¥)
print{np:syrt(mean squared error(Train Y, pred train of}))
train score = 2 score{Train ¥, pred train rf)
print("The train accurary score (R2) of the Random Forest Regression fs: {8:. 2} Format(train score *186))

74461470508 12%
The train accuracy score (R2) of the Random Forest Regrassion is: 54.85%

In [28]: fron xghoost import XBRegressor

In [38]: predictors = [x for x in Train X.columns]
xgbl = XGBRegressor(
learning_rate =8.1,
n_estimators=1000,
max_depth=5,
min_ child weight=1,
gamma=e,
subsample=9.8,
colsample_bytree=8.8,

nthread-4,
scale_pos_weight=1,
sead=27)
xgbl.fit(Train X, Train_Y)

Dut{38]: XGBRegressor(base_score=None, booster=None, callbacks=None,
colsample bylevel=None, colsample_bynode=None,
colsample_bytree=e.8, early stopping_rounds=None,
enable_categorical=False, eval_metric=None, feature_types=Nons,
gamma=&, gpu_id=None, grow_policy=None, importance_type=None,
interaction_constraints=None, learning_rate=6.1, max_bin=None,
max_cat_threshold=None, max_cat_to_onehot=None,
max_delta step=None, max_depth=5, max_leaves=None,
min_child_weight=1, missing=nan, monotone_constraints=None,
n_estimators=186@, n_jobs=None, nthread=4, num parallel tree=None,
predictor=Hone, ...)

Figure 4 XGB Regressor
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In [31]: pred_train_xg = xgbl.predict(Train_X)

print{np.sqrt(mean_squared_error(Train_¥, pred_train_xg)))

traln_score = r2_score(Train_¥Y, pred_train_xg)

print("The train accuracy score (R2) of the xgboost Regression

98014230.93971506

is: {@:.2f}X".format(train_score *168))

The train accuracy score (R2) of the xgboost Regression is: 96.85%

In [32]: from sklearn.linear_model import Ridge
from sklearn.linear_model import Lasso
In [33]: |rr = Ridge(alpha = 8.81)
re.fit(Train_X, Train_ Y)
Out Ridge(alpha=8.81)
In [34]: pred train rr = rr.predict(Train_X)
print{np.sqrt(mean_squared_error(Train_¥, pred_train_rr)))
train_score = r2_score{Train_ Y, pred_train_rr)
print{"The train accuracy score (R2) of the Ridge Regression is: {@8:.2f}%".format(train_score *180))
539168621.5186899
The train accuracy score (R2) of the Ridge Regression is: 6.39%
In [35]: las = Lasso()
lag. Fie(Train X, Train ¥)
pred_train_las = las.predict{Train X}
print{ng. s.r;rt-;rnean___sq.uarven,{__en"p."[T-."ain_\', pr'vpl‘."_tr.aj.-'u___'l.as};l}
train score = r2 Zcore{Train ¥, pred_ train lag)
print{"The traln accwracy score (R2) of the Lasso Regression 1s: {@8:.2€)}%".format{braln_score "188))
SIplGlaed ToTI684
The train ACCuEracy SOore (A2} of the Lasso Fesr@ssicn 15! 6.39%
Figure 5 The lasso Regression
IV. DISCUSSION prediction of cognitive radio frequencies.
The dataset was collected based on laboratory ren tz [REN 018 915 014 013 412 045 016 017 017 017 D17
experiments and using the excel tool we did some
. . . . power 1 .18
data preprocessing, before importing the data into
python  where further data preprocessing, priec?; (S
exploratory data analysis(EDA), and feature mwer 3 014 [0
engineering was carried out. Thus, we proceed to i
model training using some machine learning '
algOI'ithm. powar § D12
In this machine learning model, five different ower s 015
algorithms namely; Linear regression, Random —
forest regression, XGBoost, Ridge, and Lasso has
. . ., . i 047
been used for the prediction of cognitive radio ey
frequencies based on 10 power features. pwer9 017
The linear Regression, Ridge and Lasso gave the DN i 680 eai e B Gie 0w Gé
same level of accuracy of 6.39%, while Random
power_11 017 JRE
forest gave an accuracy of 54.65%Xgboost gave the
best performance with an accuracy level of 96.85%, IO I il voa s % E
. . . E & £ = 5 3 s & =z § g
thus boosting algorithm shows a high level of g & 8 E 8 B 2 8 8 § §
prediction ability and can be recommended for the Figure 6 The Heat Map
V. CONCLUSION
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Sensing the spectrum to know the level of
occupancy, for a cognitive radio user to engage the
spectrum holes,can have certain setback which the

=00



handoff time leads to the interference of the
secondary user with the primary user. This factor
affects the quality of serviceof the spectra.

This brought about the idea to collate a set of data
from the system which can be used to train a
machine learning model to be able to predict the
spectrum holes.

A well-built and tested model will increase the
quality of service of the spectrum sensed, thereby
giving better reliability for users when transmitting.
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