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Abstract

Cardiovascular disease (CVD) is a disease related to the heart and blood vessels. 

Prediction of CVD is essential for early detection and diagnosis, which is however 

compounded by the complex interplay between medical history, physical 

examination outcomes, and imaging results. While the existing automated 

systems are fraught with the usage of irrelevant and redundant attributes, artificial 

intelligence (AI) helps in the identification of potential CVD populations by prediction 

models. This work aims at developing an AI model for predicting CVD using different 

classifications of machine learning techniques. The CVD dataset was obtained from 

the UCI repository containing about 76 cardiac attributes for training in various 

machine learning models, which include a hybrid of artificial neural network-

genetic algorithm (ANN-GA), artificial neural network, support vector machine 

(SVM), K-means, K-nearest neighbor (KNN), and decision tree (DT). The performance 

of the models was measured in terms of accuracy, means square error, sensitivity, 

specificity, and precision. The results showed that the hybrid model of ANN-GA 

performs better with an accuracy of 86.4%, compared to the SVM, K-means, KNN, 

and DT measured at 84.0%, 59.6%, 79.0%, and 77.8%, respectively. It was observed 

that the system performs better as the number of datasets increases in the database, 

with a fewer selection of attributes using genetic algorithm for selection. Thus, the 

ANN-GA model is recommended for CVD prediction and diagnosis.

Keywords: Artificial neural network; Cardiovascular disease; Genetic algorithm; Machine 

learning; Support vector machine

1. Introduction

Cardiovascular disease (CVD) is a general term encompassing a broad category of 

diseases affecting the components of the circulatory system, such as heart, blood vessels, 

and coronary artery[1]. In coronary artery disease, a blockage caused by the buildup of 

fatty material in the coronary artery limits the pumping capacity and the blood flow 

of the heart, thereby result in heart or coronary failure. The CVDs present in several 

forms, including coronary heart conditions, cerebrovascular disease (stroke), high blood 

pressure, peripheral artery disease, rheumatic heart disease, inborn cardiomyopathy 

disease, inflammatory heart condition, and coronary failure[2,3]. Globally, the CVDs stand 

as the leading cause of morbidity and mortality and its prevalence is increasing, posing 
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a growing challenge to the public healthcare system[4]. 

According to the World Health Organization, an estimated 

17 million people die from CVDs each year, particularly 

heart attacks and strokes[5]. The statistics are projected to 

reach 22.2 million people by 2030, if CVDs remain the 

leading cause of death and disability worldwide[6]. CVDs are 

no longer considered an affluent nation’s disease because 

the statistics of more than 80% CVD-related deaths were 

contributed by low-and-middle-income countries[7-10]. The 

current clinical guideline for primary prevention of this 

vascular disease is to identify the asymptomatic patient 

by prognostication and early diagnosis, which help with 

the reduction of high-risk CVD patients[11-13]. The heart 

diseases are rapidly increasing in terms of number of cases 

among the young generation but are disproportionately 

affecting men with a mortality rate twice as high than in 

women[14]. Approximately 88,000 deaths can be traced to 

coronary heart disease, while stroke caused about 50,000 

deaths and blood circulatory disease 49,000 deaths[15-17].

The major risk factors associated with these vascular 

diseases are age, sex, smoking, family history, cholesterol, 

poor diet, high blood pressure, diabetes, obesity, physical 

inactivity, and alcohol intake[18]. Some symptoms such 

as chest pain and tiredness are symptomatic indications 

aiding in the detection of CVD. However, diagnosing 

heart diseases is a difficult task in the field of medicine 

because a thorough analysis of patient clinical data and 

health history is required. Thus, an intelligent automated 

system for medical diagnosis can help enhance health-

care observation and analysis, thereby facilitating the 

administration of suitable treatment for lifesaving 

purposes[19,20]. For the prediction of heart disease, several 

algorithms and diagnostic models have been created to 

predict heart disease by considering its risk factors, such 

as arterial high blood pressure, high cholesterol, diabetes 

mellitus, smoking, obesity, unhealthy diet, and a family 

history of heart disease[21-23].

The cardiac dataset obtained from the clinic is 

voluminous and contains many irrelevant and redundant 

attributes. These attributes of CVD risk factors may 

include inactivity, unhealthy eating, smoking, diabetes, 

age, and family history. Therefore, there is a need for 

attribute selection to reduce data redundancy and accuracy 

improvement using machine learning techniques to 

predict the output from existing data[24]. This emergence 

of machine learning algorithms or intelligent automated 

systems is widely applicable to several fields of studies 

for the simplification and counteraction of their natural 

and artificial challenges as it usually yields optimum 

performance. Such emergent technology systems in health 

care could be an expert system for different purposes, such 

as diagnosis and drug prediction, wearable devices or 

implanted sensors for the patient condition monitoring, or 

an artificial intelligence (AI) system using neural network 

(NN), genetic algorithm (GA), fuzzy logic, and many other 

techniques for the prediction and medical diagnosis[25].

The Tabu search algorithm is an optimization technique 

that uses adaptive memory to improve the local search for 

global optimum performance[26]. This search algorithm 

works using a Tabu list to prevent cycling and aspiration 

criteria for a globally optimal solution and to prevent the 

repetition of solutions[27]. The present study aims to analyze 

the performance of various machine learning techniques, 

such as artificial NNs (ANNs), artificial NN-genetic 

algorithms (ANN-GA), support vector machines (SVMs), 

K-means, K-nearest neighbor (KNN), and decision trees 

(DT), in yielding the best model for CVD prediction. The 

motivation of this research is to discover the most effective 

machine learning method for detecting CVDs with greater 

precision, sensitivity, and accuracy. The main contributions 

of this work to the literature are:

(i) Development of a hybrid model of ANN-GA for the 

early prediction and diagnosis of CVD.

(ii) Comparative analysis of CVD prediction and 

diagnosis model using different types of supervised 

machine learning techniques, such as ANN, K-means, 

KNN, and DT.

(iii) Development of an expert system-based application 

program interface (API) for CVD prediction and 

diagnosis.

(iv) Evaluation of the performance of different machine 

learning algorithms used for the prediction and 

diagnosis of CVDs.

The remainder of the paper is structured as follows: 

the review of related work is presented in Section 2; the 

research methodology is described in Section 3, and the 

result and discussion are presented in Section 4. Finally, the 

conclusion of the research work is presented in Section 5.

2. Related works

This section presents the strengths and weaknesses of 

various works conducted by other researchers, through 

which we can identify the research gaps. There are different 

types of vascular heart diseases, including coronary 

heart disease, congestive heart failure, cardiomyopathy, 

congenital heart disease, arrhythmias, deep vein thrombosis 

and pulmonary embolism, and many others. Heart disease 

has been identified as one of the leading causes of death 

globally. One of the reasons for heart disease-related deaths 

is that the risk is not recognized at an earlier stage. Manually 

calculating the chances of developing heart disease based 

on risk factors is difficult, but machine learning methods 
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can be efficiently used to predict the outcome from the 

existing dataset. Predicting a dependent variable from the 

values of independent variables is one of the applications 

of these machine learning techniques due to large data 

resources that are difficult to manage manually as in the 

health-care sector. Some of the techniques used for these 

prediction problems are SVM, NN, DT, regression, and 

Naive Bayes classifiers. An ensemble classification method 

for improving the accuracy of a weak classifier of heart 

disease was developed by combining multiple classifiers. 

The results of the ensemble techniques in the bugging and 

boosting are effective in improving the prediction accuracy 

of weak classifiers[28].

Chowdhury et al. used the multilayer NN and the 

backpropagation learning algorithm with the heart disease 

dataset[29]. The initialization of NN weights was optimized 

using a GA. An accuracy of about 98% was obtained. Due 

to the limited dynamism in patterns and associations 

among the data mining techniques used[30], a feature 

subset selection method was applied to medical data. This 

method used a Naive Bayes classifier to select 5 attributes 

from 15 attributes. It was able to find a critical nugget, 

which reduced the irrelevant attribute, and found the top 

critical nuggets. The principal limitation of this method is 

that it can use only one data mining technique.

Srivenkatesh proposed CVD prediction using machine 

learning algorithms, such as SVM, random forest (RF), 

Naive Bayes classifier, and logistic regression, for vascular 

presumption, with the logistic regression showing a better 

accuracy of 77.06% when compared with another machine 

learning algorithm[31]. Sharma and Parmar proposed a 

heart disease prediction method using a deep learning NN 

model[32]. The dataset used in their works was obtained 

from the UCI repository for deep training, and the results 

obtained are promising for CVD prediction[32]. Separately, 

Mohan et al. predicted heart disease using machine 

learning models, such as logistic regression, KNN, SVM, 

DT, and RF, during the dataset training[33]. The accuracy 

values obtained for the K-neighbor classifier are 0.95619%, 

SVM 0.9561945%, DT 0.91050%, RF classifier 0.95404%, 

and LR 0.95592%[33]. Chowdary used RF, LR, and ANN, 

with activation by KNN, Gaussian Naive Bayes (GNB), 

and rectified linear unit (ReLu) for prediction of the heart 

disease infection[34]. The average performance accuracy and 

precision obtained were 89% and 91.6%, respectively[34,35].

Rabbi et al. evaluated the performance of data mining 

classification techniques for heart disease prediction using 

three popular classification techniques, such as KNN, SVM, 

and ANN, achieving 82.963%, 85.1852%, and 73.3333% in 

accuracy, respectively[36]. Empirical performance analysis 

of various machine learning techniques has been carried 

out to predict CVD using SVM, RF, DT, and KNN. The 
results are explicitly discussed with the DT classification 
accuracy of 73%[37]. Khourdifi and Bahaj proposed a 
machine learning algorithm for heart disease prediction 
and classification using particle swarm optimization (PSO) 
and ant colony optimization (ACO). The classification 
average accuracy for PSO and ACO is 99.65%[38].

Shah et al. proposed a methodology for the prediction 
of heart disease infection using Naive Bayes, DT, KNN, 
and RF algorithms on a dataset with 303 instances and 
76 attributes[39]. The evaluation performance results 
showed that the KNN algorithm had the highest accuracy 
score of 90.789%[39]. An SVM classifier and GA have 
been combined to improve the performance of the SVM 
classifier in predicting heart disease based on risk factors. 
A system with an accuracy of 95% was obtained[40].

Haq et al. developed a machine learning model for 
CVD risk prediction in accordance with a dataset that 
contains 11 features used to forecast CVD[41]. The dataset 
was collected from Kaggle on CVD with approximately 
70,000  patient records used for CVD prediction. This 
Kaggle dataset has plenty of training and validation records. 
The machine learning models used are NNs, RF, Bayesian 
networks, C5.0, and QUEST. The results acquired have a 
high prediction accuracy of 99.1%, which is significantly 
superior to previous methods[41].

Taylan et al. utilize machine learning to predict, 
classify, and improve the diagnostic accuracy of CVDs 
using support vector regression (SVR), multivariate 
adaptive regression splines, M5Tree model, and NNs for 
the training process[42]. While the KNN, Naive Bayes, 
and adaptive neuro-fuzzy inference system (ANFIS) 
were used to predict 17 CVD risk factors, the mixed-data 
transformation and classification methods were employed 
for categorical and continuous variables which predict 
CVD risk. However, the result obtained outperformed the 
well-known statistical and machine learning approaches, 
a clear indication of their versatility and utility in 
CVD classification. The investigation indicates that the 
prediction accuracy of ANFIS for the training process is 
96.56%, and SVR is 91.95%[42].

Tran et al. developed a prediction mortality model for 
patients with CVDs to support health-care services[43]. 
The dataset used was obtained from the Medicare Benefits 
Scheme and Pharmaceutical Department, Australia, 
between 2004 and 2014. The dataset contains about 
346,201 patient records. Some of the AI algorithms used 
in prediction include LR, RF, extra trees (ET), gradient 
boosting trees (GBT), and deep learning algorithms. 
However, some of the minority deceased patient records 
contained in the dataset were experimented separately using 
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the synthetic minority oversampling technique (SMOTE) 
to enrich the data. Regarding model performance in terms 
of discrimination, GBT and RF were the models with the 
highest receiver operating characteristic curve of 97.8% 
and 97.7%, respectively. The discriminative powers of ET, 
LR, and DNN were 96.8%, 96.4%, and 95.3%, respectively, 
with the latter exhibiting the least discriminative power. In 
terms of reliability, LR predictions were the least calibrated 
compared with the other four algorithms. Thus, despite 
increasing the training time, SMOTE was proven to further 
improve the model performance of LR, while algorithms 
like GBT and DNN performed well with class-imbalanced 
data[43].

Khan et al. utilized a machine learning algorithm 
for the accurate prediction and decision-making for 
CVD patient[44]. Simple random sampling was used to 
select heart disease patients from the Khyber Teaching 
Hospital and Lady Reading Hospital, Pakistan. Some of 
the machine learning methods involved are DT, RF, and 
LR. The performance of the proposed machine learning 
algorithm was estimated using numerous conditions to 
recognize the most suitable machine learning algorithm 
in the class of models. The RF algorithm has the highest 
accuracy of prediction, sensitivity, and recursive operative 
characteristic curve of 85.01%, 92.11%, and 87.73%, 
respectively, for CVD prediction. It also has the least 
specificity and misclassification errors of 43.48% and 
8.70%, respectively. The overall performance evaluation 
result showed that the RF algorithm is the most appropriate 
algorithm for CVD classification and prediction[44]. 
A summary of the authors’ focus, methods, and strengths 
is presented in Table 1.

3. Materials and methods

3.1. Implementation of ANN-GA for CVDs model

In this research, a CVD prediction model was developed 

using a combination of techniques based on the evolution 

theory – GA and ANN. This ANN-GA model was used 

for the correlated attribute selection, training, and 

optimization of the CVD selected features to achieve 

better prediction accuracy. The ANN utilized a multilayer 

perceptron to receive the transmitted signal, process the 

signal (neurons), and compute the output of each neuron 

for weighted using back-propagation to adjust the NN 

model parameters for a reduced mean squared error 

(MSE). While the GA is an optimization searching agent 

in the evolution theory, that is used to optimize the output 

performance of a classifier model using a supervised 

machine learning algorithm (SMLA). The function of GA 

evolution initiates the process from a randomly generated 

population for an individual which changes at every 

iteration in the loops to formulate an offspring called 

generation[45] The fitness (best chromosome) of every 

individual generated within the population was appraised, 

and the fittest was chosen (selection of chromosome) by 

computing the probability for being selected from among 

the best chromosome in the population in proportion 

to the sum of the fitness among individuals as given 

in Equation I[46]. Nevertheless, the generation of the 

individual population can be modified by crossover and 

mutation to form a newly evolved generation candidate 

as presented in Figure  1. The overview of the ANN-GA 

flowchart is presented in Figure 2.

Table 1. Summary of the related works in terms of the authors’ focus, methods, and strength

Authors’ focus Methods Performance accuracy

Proposed CVD prediction model[35] Using machine learning algorithms such as 

SVM, RF, Naive Bayes classifier, and LR

K-neighbor 95.62%, SVM 95.62%, DT 91.05%,  

RF 95.40%, and LR 95.59%

Performance of data mining classification 

techniques for heart disease prediction[36]

Using three popular classification techniques, 

such as KNN, SVM, and ANN

KNN 82.96%, SVM 85.18%, and ANN 73.33%

Proposed machine learning algorithm for heart 

disease prediction and classification[38]

Using PSO and ACO The average accuracy for PSO and ACO is 99.65%

Machine learning approaches for predicting, 

classifying, and improving the diagnosis 

accuracy of CVDs[42]

SVR, multivariate adaptive regression splines, 

M5Tree model neural networks, adaptive 

neuro-fuzzy, and KNN, and Naive Bayes classifiers 

ANFIS 96.56%, and SVR 91.95%

Nurturing clinicians for accurate prediction of 

mortality among CVD patients[43]

LR, RF, ET, and GBT GBT 97.8%, RF 97.7%, ET 96.8%, LR 96.4%,

Accurate prediction and decision-making for 

CVD classification[44]

DT, RF, LR DT 85.01%, RF 92.11%, and LR 87.73%

Abbreviations: ACO: Ant colony optimization; ANFIS: Adaptive neuro-fuzzy inference system; ANN: Artificial neural network; CVD: Cardiovascular 

disease; DT: Decision tree; ET: Extra tree; GBT: Gradient boosting tree; KNN: K-nearest neighbor; LR: Logistic regression; PSO: Particle swarm 

optimization; RF: Random forest; SVR: Support vector regression.



Artificial Intelligence in Health AI model for cardiovascular disease prediction

Volume 1 Issue 1 (2024) 5 https://doi.org/10.36922/aih.1746

Figure 1. Overview of genetic algorithm for feature selection.

Figure 2. The flowchart for artificial neural network-genetic algorithm training model.
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3.2. Machine learning algorithm for CVD prediction 

model

Similarly, some of the popular SMLAs, such as K-means, 

KNN, SVM, and DT, were further utilized for the training 

and prediction of CVDs to carry out a comparative 

analysis of the prediction model. The CVD dataset was 

obtained from the UCI repository, which contains about 

76 cardiac attributes for the training in various machine 

learning models mentioned. This CVD dataset consists of 

14 attributes, including age, sex, chest pain type, resting 

blood pressure, serum cholesterol (mg/dl), fasting blood 

sugar, resting electrocardiographic result, maximum heart 

rate, exercise-induced angina, oldpeak, slope of the peak, 
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number of major vessels colored by fluoroscopy, and defect 

type (Thal) (Table 2). The workflow of the machine learning 

model for vascular disease prediction and classification is 

given in Figure 3.

However, machine learning is a method of analyzing data 

samples and drawing main conclusions using mathematical 

and statistical approaches, which allows machines to learn 

without having to be programmed. The collected data 

were pre-processed using the data imputation of the KNN 

method to fill in the missing values and data normalization 

before the classification process. The attribute average 

(mean) for a column with a missing value was calculated 

and this was used to fill in the missing values. This technique 

is direct and simple to implement using Equation II.

( )
− −
=

−
1 min( )

max min( )

x x
X

x x
 (II)

where x1 is the normalized size, x is the original value, 

and min(x) and max(x) are the minimum and maximum 

values of the original image, respectively. The normalization 

considered the input values for each attribute obtained 

using the min-max normalization technique.

The normalization ensures that the values stay in the 

range of 0 – 1 to prevent a surge to higher values. Min-

max normalization technique was used because of the 

NN activation function with a recommended range of 

0.1 – 0.9 to avoid saturation. The data pre-processed was 

then divided into two: a training set of 70% and a testing 

set of 30% ratio. The training allows the NN to develop 

a relationship between the input data and the target. The 

testing set was used to test how efficiently and accurately 

the NN can predict the target. The number of attributes 

was reduced from 14, 10, and 8, and also, GA was used for 

data selection. Furthermore, the number of datasets varied 

from 2000, 1500, 1000, and 500, and their performance 

was evaluated.

A multilayer feed-forward back propagation NN was 

used with 14, 10, and 8 input layers, various hidden layers, 

Table 2. CVD dataset attributes

Key attribute Patient attribute ID

Age Year

Sex Value 1: Male; value 0: Female

Chest pain type Value 1: Typical type 1 angina; value 2: Typical type angina;  

value 3: Non-angina pain; value 4: Asymptomatic

Fasting blood sugar Value 1: >120 mg/dl; value 0: <120 mg/dl

Resting electrographic results (Restecg) Value 0: Normal; value 1: Having ST-T wave abnormality;  

value 2: Showing probable or definite left ventricular hypertrophy

Exercise-induced angina (Exang) Value 1: Yes; value 0: No

Slope of the peak exercise ST segment (Slope) Value 1: Unsloping; value 2: Flat; value 3: Down-sloping

Number of major vessels colored by fluoroscopy (CA) Value 0–3

Defect type (Thal) Value 3: Normal; value 6: Fixed defect; value 7: Reversible defect

Resting blood pressure The blood pressure of patients admitted to the hospital was measured in mmHg

Serum cholesterol Measured in mg/dl

Thalach Maximum heart rate achieved

Oldpeak – ST ST depression induced by exercise

Abbreviation: CVD: Cardiovascular disease.   

Figure 3. The overview of the machine learning model for vascular disease prediction.
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and two output layers. The effect of the number of hidden 

neurons on the network performance was carried out, and 

five different numbers of hidden neurons (10, 20, 25, and 

30) were investigated. In each case, the network was trained 

several times and the best performance was recorded 

using the Levenberg algorithm. The number of training 

cycles required for proper generalization of outputs 

was determined through the trial-and-error method. 

Furthermore, the threshold function was determined 

through trial and error (0.5). The NN was trained and 

tested using 76 samples, of which 70% samples for training 

and 30% samples were for testing 14, 10, and 8 attributes, 

and the number of datasets varied between 2000, 1500, 

1000, and 500, respectively. The data collected for training 

was inputted into the training network designed. The 

training performance was evaluated, and the MSE was 

observed. The ANN and GA were combined to evaluate 

the performance of the training and testing samples. The 

GA was used for attribute selection, and the obtained 

attributes were then trained and tested with the number of 

datasets between 2000, 1500, 1000, and 500.

3.3. API for the CVD prediction

An expert CVD prediction model was developed in 

MATLAB for the experimentation and prediction 

observation of the CDV parameters. The CVD model 

interface involved the load data tab, the pre-processing 

data tab, and the diagnoses patient tab. This model allows 

a patient to enter the medical information required in the 

input data directory. The “Load data” button is ticked to 

load data for processing in the CVD system model. The 

“Processing data” button is ticked for pre-processing 

(data normalization) and displaying the data on the 

interface. The “Diagnoses patient” button is ticked to 

initiate information processing by the system and generate 

results on the message box as either “Normal” or “CVD”. 

The graphical user interface developed in MATLAB is 

illustrated in Figure 4.

4. API for CVD prediction

The CVD dataset was pre-processed, trained, and 

predicted using ANN, hybridized ANN-GA, K-means, 

KNN, SVM, and DT classification techniques. The 

results obtained from the various AI techniques for 

CVD with their performance were evaluated using 

the cardiac disease attributes and varying the number 

of datasets: 2000, 1500, 1000, and 500. This number of 

selected attributes of the dataset varied from 14, 10, and 

8, and their performance on the different classifiers of the 

machine learning model was observed and presented in 

Section 4.1 and Section 4.2.

Figure 4. Graphical user interface for cardiovascular disease prediction 

system.

4.1. Performance evaluation results of the selected 

number of attributes using the ANN model

The performance of the ANN classification technique 

using different numbers of attributes of 14, 10, and 8 

was experimented. The result of ANN performance was 

evaluated in terms of accuracy, mean square error (MSE), 

sensitivity, specificity, and precision, measuring 82.70%, 

0.1728, 87.50%, 75.80%, and 84.00%, respectively. It is 

observed that when the cardiac disease attributes were 

reduced to 10, the results obtained from the training were 

80.20%, 0.1975, 91.70%, 63.60%, and 78.60%, for the same 

set of performance parameters (as in the above order). For 

the 8 attributes, the results of the same set of performance 

parameters were 79.0%, 0.2099, 79.20%, 78.80%, and 

84.40%, respectively. Therefore, it is observed that as the 

number of attributes was reduced from 14 to 10 and 8, the 

accuracy obtained decreased, the MSE value increased, 

and the sensitivity, specificity, and precision decreased 

(Figure 5).

The performance evaluation of combined ANN-GA for 

the vascular disease classification was analyzed. GA was 

used for the subset of selected attribute. The seven best 

attributes correlated with cardiac disease classification are 

presented in Table 3. ANN was used to train the selected 

attributes, and GA was used for the attribute selection and 

classification. The results obtained showed 86.4%, 0.1358, 

91.70%, 78.80%, and 86.3% for accuracy, MSE, sensitivity, 

specificity, and precision, respectively, as illustrated in 

Figure 6.

The K-means algorithm was used in the training of 

different selected attributes (14, 10, and 5). The results 

obtained showed 59.60%, 0.4030, 64.50%, 51.90%, and 
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Figure 5. Performance analysis of artificial neural network algorithm on 

the selected attributes.

Figure 6. Performance analysis of artificial neural network-genetic 

algorithms on the selected seven attributes.

Figure 7. Performance analysis of the K-means algorithm on the selected 

attributes.

Table 3. GA selected attributes

S. No. Seven attributes selected with GA

1 Chest pain type

2 Resting electrocardiographic result

3 Maximum heart rate

4 Exercise-induced angina

5 Oldpeak

6 Number of major vessels colored

7 Thal

Abbreviation: GA: Genetic algorithm.

68.20% for accuracy, MSE, sensitivity, specificity, and 

precision, respectively. From the analysis of the results, 

the system performed better on 14 attributes. When 

the cardiac disease attributes were reduced to 10, the 

classification accuracy, MSE, sensitivity, specificity, 

and precision obtained were 58.90%, 0.4111, 63.90%, 

51.00%, and 67.50% respectively. For 8 attributes, the 

same set of performance parameters was measured 

at 58.90%, 0.4111, 63.90%, 51.00%, and 67.50%. The 

performance of K-means classification, as the number of 

attributes was reduced from 14, 10, and 8, is illustrated 

in Figure 7.

The performance evaluation of the system using the 

KNN classification technique with 14, 10, and 8 attributes 

showed that the accuracy, MSE, sensitivity, specificity, and 

precision are 79.0%, 0.21, 95.80%, 54.60%, and 75.40%, 

respectively. Based on the result, the system performed 

better when 14 attributes were selected. It was also 

observed that when the selected attributes were reduced to 

10, the classification accuracy, MSE, sensitivity, specificity, 

and precision were 75.30%, 0.247, 93.80%, 48.50%, and 

72.6%, respectively, which were obtained. For 8 attributes, 

the results for accuracy, MSE, sensitivity, specificity, 

and precision were 71.60%, 0.2840, 97.90%, 35.32%, 

and 67.70%, respectively. However, when the number 

of attributes was reduced from 14 to 10, the sensitivity 

decreased, and as the number of attributes reduced to 8, 

the sensitivity slightly increased (Figure 8). This shows that 

8 selected attributes contributed to better classification 

performance in this scenario. The MSE also increased as 

the number of attributes was reduced from 14, 10, and 8 

attributes.

The performance analysis of the SVM classification 

technique with 14, 10, and 8 selected attributes was 

performed. The results obtained for the SVM classification 

based on the accuracy, MSE, sensitivity, specificity, and 

precision were 84.10%, 0.1600, 93.80%, 67.70%, and 

81.80%, respectively. It was observed that when the 

attributes were reduced to 10, the performance accuracy, 

MSE, sensitivity, specificity, and precision obtained were 

77.80%, 0.222, 77.10%, 78.80%, and 84.10%, respectively. 

For 8 attributes, the results obtained for the same set 

of performance parameters were 79.0%, 0.210, 93.6%, 

58.82%, and 75.86%, respectively. The MSE, specificity, 
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and precision were observed to increase as the number 

of attributes reduced from 14 to 10 and 8. However, the 

accuracy and sensitivity decreased as the number of 

attributes reduced from 14 to 10 and then increased as the 

number of attributes was further reduced to 8. The results 

demonstrated that the system performed better with 14 

attributes, compared to other selected attributes such as 10 

and 8, as illustrated in Figure 9.

The performance analysis of using DT algorithm on 

the selected attributes of 14, 10, and 8 was conducted. 

The results obtained for the accuracy, MSE, sensitivity, 

specificity, and precision were 77.80%, 0.222, 91.67%, 

57.6%, and 75.9%, respectively. The results presented 

in Figure  10 showed that a better result was achieved 

when 14 attributes were selected. But when the selected 

attributes were reduced to 10, the classification accuracy, 

MSE, sensitivity, specificity, and precision obtained were 

70.4%, 0.296, 77.10%, 60.60%, and 74.0%, respectively. 

For the selected 8 attributes, the obtained accuracy, MSE, 

sensitivity, specificity, and precision were 77.80%, 0.222, 

97.9%, 50.00%, and 73.0%, respectively. However, when 

the number of attributes was reduced from 14 to 10, the 

accuracy and sensitivity decreased but increased when 8 

was used, whereas the MSE and specificity increased and 

slightly decreased when the number of attributes was 

reduced to 8. The details of the selected attributes for 14, 

10, and 8 are presented in Tables 4-6.

4.2. Performance evaluation analysis of 

classification algorithm on the varied number of 

datasets

The number of the dataset was varied from 2000, 1500, 

1000, and 500. The corresponding performance on 

different classifiers was observed. The performance analysis 

result of various models using 2000 sets of data with ANN 

is presented in Figure  11. The results obtained for the 

accuracy, MSE, sensitivity, specificity, and precision were 

73.30%, 0.2667, 77.80%, 66.70%, and 77.80%, respectively. 

The ANN classification showed better performance with a 

high range of datasets; hence, 2000 datasets were adopted. 

When the cardiac disease dataset was reduced to 1500, 

the accuracy, MSE, sensitivity, specificity, and precision 

obtained were 71.10%, 0.2889, 82.60%, 59.10%, and 

67.90%, respectively. Considering 1000 CVD datasets, the 

results obtained for accuracy, MSE, sensitivity, specificity, 

and precision were 83.30%, 0.1667, 90.00%, 70.00%, and 

85.70%, respectively. Finally, for the 500 CVD datasets, 

the accuracy, MSE, sensitivity, specificity, and precision 

results obtained were 66.70%, 0.3330, 83.30%, 55.60%, 

and 66.70%, respectively. However, when the selected 

CVD dataset number was reduced from 2000 to 1500, the 

accuracy, specificity, and precision decreased and increased 

sharply at 1000 datasets before decreasing again when 

the number of cardiac dataset was 500. The sensitivity 

increased when the dataset was reduced from 2000 to 1000 

and decreased only slightly when the dataset number was 

500. Meanwhile, the MSE increased at 1500 CVD datasets 

using ANN, decreased when the dataset used was 1000, 

and increased slightly when the number of cardiac dataset 

dropped to 500.

Figure 8. Performance analysis of the K-nearest neighbor algorithm on 

the selected attributes.

Figure 9. Performance analysis of support vector machine algorithm on 

the selected attributes.

Figure 10. Performance analysis of using decision tree algorithm on the 

selected different attributes.
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Table 4. A decision tree with 14 attributes selection

S. No. 14 Attributes

1 Age

2 Sex

3 Chest pain type

4 Resting blood pressure

5 Serum cholesterol

6 Fasting blood sugar

7 Resting electrocardiographic result

8 Maximum heart rate

9 Exercise-induced angina

10 Oldpeak

11 Slope

12 Number of major vessels colored

13 Thal

14 Class

Table 6. A decision tree with 8 selected attributes

S. No. Eight attributes

1 Chest pain type 

2 Resting blood pressure

3 Serum cholesterol

4 Fasting blood sugar

5 Max. heart rate

6 Exercise-induced angina

7 Oldpeak

8 Number of major vessels colored

Table 5. A decision tree with 10 selected attributes

S. No. Ten attributes

1 Resting blood pressure

2 Serum cholesterol

3 Fasting blood sugar

4 Resting electrocardiographic result

5 Maximum heart rate

6 Exercise-induced angina

7 Oldpeak

8 Slope

9 Number of major vessels colored

10 Thal

After classification using the K-means technique, 
the performance of the selected datasets was evaluated 
in terms of accuracy, MSE, sensitivity, specificity, and 
precision, measuring 59.50%, 0.4050, 64.10%, 51.40%, 

Figure 11. Performance analysis of artificial neural network algorithms 

on datasets of different sizes.

and 70.10%, respectively, for 2000 CVD datasets. When 

the dataset number was reduced to 1500, the accuracy, 

MSE, sensitivity, specificity, and precision obtained were 

42.00%, 0.5800, 48.20%, 38.30%, and 61.80%, respectively 

(Figure  12). For the 1000 CVD datasets, the accuracy, 

MSE, sensitivity, specificity, and precision obtained were 

58.00%, 0.4200, 62.30%, 48.40%, and 72.90%, respectively. 

The accuracy, MSE, sensitivity, specificity, and precision of 

500 CVD datasets were 54.00%, 0.4600, 55.00%, 50.00%, 

and 81.50%, respectively. When the CVD dataset was 

reduced from 2000 to 1500, the accuracy and sensitivity 

decreased and increased at 1000 CVD datasets before 

decreasing when the number of dataset equals to 500. The 

MSE increased when the dataset was reduced from 2000 to 

1500, then decreased at 1000 before increasing when the 

dataset was further reduced to 500, whereas the specificity 

and precision decreased as the dataset was reduced from 

2000 to 1500, then increased as the dataset was further 

reduced.

The performance of the ANN-GA was analyzed on 

the selected CVD datasets of 2000, 1500, 1000, and 500 

(Figure 13). GA was used for the selection of a subset of 

attributes. The seven best attributes that are more correlated 

are responsible for cardiac disease. After training and testing 

the ANN with the obtained attributes, the performance of 

2000 CVD datasets in accuracy, MSE, sensitivity, specificity, 

and precision were 80.00%, 0.2000, 97.20%, 54.20%, 

and 76.10%, respectively. For 1500 CVD datasets, the 

accuracy, MSE, sensitivity, specificity, and precision were 

77.80%, 0.2220, 95.70%, 59.10%, and 71.00%, respectively. 

For 1000 CVD datasets, accuracy, MES, sensitivity, and 

precision of 73.30%, 0.2667, 90.00%, 40.00%, and 75.00% 

were obtained respectively, and for 500 CVD datasets, the 

same set of performance parameters was 73.30%, 0.2667, 

83.00%, 66.70%, and 62.500%, respectively. The accuracy 

and sensitivity decreased steadily as the number of datasets 
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Figure 12. Performance analysis of K-means algorithms on datasets of 

different sizes.

Figure 13. Performance analysis of artificial neural network-genetic 

algorithms on datasets of different sizes

reduced from 2000 to 500. MSE increased with a reduced 
number of datasets. Specificity increased as the number of 
datasets was reduced from 2000 to 1500, decreased at 1000 
CVD datasets, but increased sharply when the number 
of datasets was reduced to 500. Meanwhile, the precision 
decreased as the number of datasets was reduced from 
2000 to 1500, increased at 1000 datasets, and decreased as 
the number of datasets was reduced to 500.

The performance of the KNN classification technique 
using 2000, 1500, 1000, and 500 datasets is presented in 
Figure  14. The classification accuracy, MSE, sensitivity, 
specificity, and precision were 71.70%, 0.2838, 100%, 
70.00%, and 67.90%, respectively, for 2000 datasets. Based 
on the results, the system performed better at 2000 datasets 
when compared with 1500, 1000, and 500 datasets, and 
hence, 2000 datasets were adopted for the system. When the 
dataset number was reduced to 1500, the accuracy, MSE, 
sensitivity, specificity, and precision were 55.60%, 0.4440, 
100%, 100%, and 55.60%, respectively. For 1000 datasets, 
the accuracy, MSE, sensitivity, specificity, and precision 
were 56.70%, 0.4330, 100%, 100%, and 56.70%, respectively. 
For 500 datasets, the accuracy, MSE, sensitivity, specificity, 

Figure 14. Performance analysis of K-nearest neighbor algorithms on 

datasets of different sizes. 

and precision were 54.00%, 0.4600, 100%, 100%, and 50%, 

respectively. The results showed that KNN has excellent 

sensitivity and specificity of 1000% even at a reduced 

number of datasets. Accuracy and precision decreased 

gradually as the number of datasets reduced from 2000 

to 500. On the other hand, MSE increased steadily with a 

reduced number of datasets.

The performance results of the model using the SVM 

classification technique on 2000, 1500, 1000, and 500 

datasets are presented in Figure  15. The classification 

accuracy, MSE, sensitivity, specificity, and precision were 

78.30%, 0.2170, 91.70%, 58.30%, and 96.10%, respectively, 

for 2000 datasets. According to the results, the system 

performed better at 2000 datasets, hence adopted for the 

system. When the dataset number was reduced to 1500, the 

accuracy, MSE, sensitivity, specificity, and precision were 

71.10%, 0.2890, 84.00%, 55.00%, and 70.00%, respectively. 

For 1000 datasets, the accuracy, MSE, sensitivity, specificity, 

and precision were 73.30%, 0.2670, 100%, 75.00%, and 

85.70%, respectively, and for the 500 datasets, the same 

set of performance parameters was measured at 58.30%, 

0.4170, 66.70%, 50.00%, and 57.10%, respectively. The 

accuracy, sensitivity, specificity, and precision decreased 

as the number of datasets reduced from 2000 to 1500, 

then increased as the number of datasets was 1000 before 

decreasing at 500 datasets. While the MSE increased when 

datasets reduced to 1500, it decreased at 1000 datasets 

before increasing to its peak at 500 datasets.

The performance results of the system using the DT 

algorithm for 2000, 1500, 1000, and 500 datasets are 

presented in Figure 16. For 2000 datasets, the classification 

accuracy, MSE, sensitivity, specificity, and precision were 

75.00%, 0.2500, 88.90%, 54.20%, and 74.40%, respectively. 

It was observed that the system performed better at 2000 

datasets; therefore, it was adopted for the system. Based on 

the results, when the datasets were reduced to 1500, the 

accuracy, MSE, sensitivity, specificity, and precision were 
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Figure 15. Performance analysis of support vector machine algorithms 

on datasets of different sizes.

Figure 16. Performance analysis of decision tree algorithms on datasets 

of different sizes.

66.70%, 0.3300, 76.00%, 55.00%, and 67.90%, respectively. 
For 1000 datasets, the accuracy, MSE, sensitivity, specificity, 
and precision were 76.70%, 0.3400, 94.10%, 53.80%, and 
72.70%, respectively. For 50 datasets, the accuracy, MSE, 
sensitivity, specificity, and precision were 50.00%, 0.5000, 
85.30%, 46.00%, and 50.00%, respectively. Using the DT 
algorithm, the classification accuracy, sensitivity, and 
precision decreased as the number of datasets reduced to 
1500 and then increased at 1000 datasets before decreasing 
again at 500 datasets. MSE was increased as the number of 
datasets was reduced from 2000 to 500. On the other hand, 
the specificity increased at first as the number of dataset 
reduced from 2000 to 1500 before a steady decrease with 
the reduction in the number of datasets.

The formulas for determining sensitivity, specificity, 
accuracy, precision, and MSE are given in the Equations 
III to VII:

=
+

TP
Sensitivity

TP FN
 (III)

=
+

TN
Specificity

TN FP
 (IV)

+
=

+ + +
TP TN
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( )
=

= −∑
n
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'
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where TP is true positive that correctly classified positive 

cases; TN is true negative that correctly classified negative 

cases; FP is false positive that incorrectly classified positive 

cases; FN is false negative that incorrectly classified negative 

cases; MSE is mean squared error; n is classifications; S
(t)

 is 

actual classification; and S’
(t)

 is predicted classification.

5. Conclusion

Various classification techniques and a comprehensive 

understanding of the hidden correlations between 

attributes that play pivotal role in CVD are instrumental 

for cost-effective, automatic, and early prediction of the 

disease to reduce the mortality rate. This study worked 

on different CVD attributes from patients using ANN, 

ANN-GA, K-means, KNN, SVM, and DT in a MATLAB 

environment. Given the diversity in the attributes and 

dataset number, GA was employed for the selection of 

correlated attributes that contribute to CVD. The purpose 

of this work is to shed light on different classifiers with 

a better predictive ability (precision) since wrong and 

late diagnosis may lead to death. The performance of 

the classifiers was evaluated in terms of accuracy, MSE, 

sensitivity, specificity, and precision. Based on the results, 

the ANN model combined with GA performs better with 

an accuracy of 86.4% as compared to SVM at 84.0%, 

K-means at 59.6%, KNN at 79.0%, and DT at 77.8%. Thus, 

the ANN-GA model is therefore recommended for CVD 

diagnosis and prediction. This research shows that better 

accuracy is obtained when a larger number of datasets 

are used. Future research work should focus on expert 

system development for the CVD prediction, diagnosis, 

and prescription of drugs. Furthermore, more robust AI 

and optimization algorithms should be developed for the 

optimal performance of CVD prediction and diagnosis.
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