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Abstract 
Persistent incidences of software failure in software systems are a great concern in the industry. Soft computing algorithms for software 
reliability were found to be plagued with less accuracy and efficiency. This study answers the question regarding correlation between 
lack of optimal soft computing model and software failures in systems. The purpose of this study is to investigate the connection between 
soft computing with software reliability and the incidences of software failure. Comparative analysis was carried out on the existing 
methods for improving software reliability in relationship to soft computing from the literatures from 2010 – 2020 in order to justify their 
strengths and gaps for relevant improvement. Further studies are needed to establish a model that works optimally and prevent software 
failures. 
Keywords: soft computing, software reliability, computational intelligence, machine learning, software engineering, computer science. 

1. Introduction

Soft computing is a form of techniques and algorithms that deals with situations where there are uncertainties partial truth 
and ambiguity and helps in forecasting, optimizing and decision making in real life situations [1]. Soft computing includes, 
but is not limited to, Fuzzy Sets (FZ), Rough Set Theory (RSS), Artificial Neural Network (ANN), Genetic Algorithm 
(GA), Bayesian Networks (BN), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Firefly Algorithm 
(FA), and others while others are hybrids [2]. Soft computing is used in software engineering to improve software 
reliability [3].  

Soft computing is employed in creating models to predict how faulty a software system is likely to be and based on the 
knowledge find improvement. Some models work better than others based on criteria and both the good models and the 
poor ones could be greatly enhanced to boost productivity. Software reliability is very important because quite a number of 
systems nowadays rely on software and for them to be resilient and reliable, it is of great necessity. It is important to 
minimize failure as much as possible and soft computing techniques can be used to achieve this. 

Optimization is usually started with defining some kind of loss/cost function and ends with minimizing it using one or the 
other optimization routine. The choice of optimization algorithm can make a difference between getting a good accuracy in 
hours or days. The applications of optimization are limitless and are widely researched topics in industry as well as 
academia. Some popular optimization techniques are gradient descent based and non-gradient descent based such as genetic 
algorithm, swarm algorithm and simulated annealing approach [4]. 

Software reliability can be defined as the probability of failure-free software operation for a specified period of time in a 
specified environment. It was noted that whenever a functional unit fails to perform its defined function it is termed as 
failure and a methodology to analyze these failures are termed as software reliability model [5]. The benefits of 
implementing software reliability as a part of software development process include the following: software reliability is 
used for data preservation; it helps to avoid software failure; straightforward in the system upgrade process; and lastly, 
system efficiency and higher performance gives greater productivity. 

Reliability metrics are used to quantitatively express the reliability of the software product. The choice of which metric to 
adopt depends upon the type of system to which it applies and the requirements of the application domain [6]. Measuring 
the software reliability is a difficult problem as well as most of the aspects related to software reliability. Even the software 
sizes have no uniform definition. If measuring the reliability directly is a daunting challenge, something can be measured 
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that reflects the characteristics related to reliability.  Some reliability metrics which can be used to quantify the reliability of 
the software product are: 

● MEAN TIME TO FAILURE (MTTF) is defined as the time interval between the successive failures.  
● MEAN TIME TO REPAIR (MTTR): once the failure occur sometime is required to fix the error.  
● MEAN TIME BETWEEN FAILURE (MTBF) is MTTF + MTTR.  
● RATE OF OCCURRENCE OF FAILURE (ROCOF) is the number of failures occurring in unit time interval.  
● PROBABILITY OF FAILURE ON DEMAND (POFOD) is defined as the probability that the system will fail 

when a service is requested.  
● AVAILABILITY (AVAIL) Availability is the probability that the system is available for use at a given time.  

1.1 Soft Computing Models 

Models come in variations such as Artificial Neural Network, Bayesian Network, Fuzzy Logic, Chaos Theory, 
Evolutionary Computing, Support Vector Machine and some are Hybrids – combination of models. Optimization 
algorithms are used in minimizing loss functions to get desired output. Some methods include gradient descent, particle 
swarm optimization, firefly algorithm, genetic algorithm and many more. Combining models and optimization techniques 
optimally gives better and more capable models. When constructing models like Artificial Neural Networks, the number of 
neural nets and how they are linked could impact positively and at times even negatively. Using the right number of mini-
batches and learning rate contributes in giving models that are efficient and gives output at a rate that is desired with a high 
level of accuracy.  

Soft computing algorithms for software reliability are plagued with less accuracy and efficiency [7] and no single model is 
universal to all the situations [8]. Recent studies reported that [7] used soft computing algorithm for software reliability and 
assessment. Results demonstrate that the proposed Particle Swarm Optimization (PSO) algorithm for training the Neural 
Network to predict software reliability showed that different types of evolutionary computation techniques other than PSO 
could also be employed to obtain a better and faster learning in estimating and predicting software reliability. 

A combined method was proposed to predict software fault using combination of neural network and naive bayes algorithm 
[9]. Results show that the constructed model has higher prediction accuracy and prediction precision than the other 
methods. Combination of other learning algorithms to build an efficient prediction model is recommended. Various 
techniques for soft computing and software reliability improvement approaches have been employed over time to find 
faults in software systems and various results were arrived at. Results show that creating resource (energy, cost, time) 
efficient models which output optimal results are highly recommended [10]–[14] and the use of good datasets abreast with 
advances in technology to validate models [15]. Metrics for reliability should be used to prove and improve robustness [10], 
[12]; necessary parameters harnessed to achieve results [16]–[18] and experimental results ought to confirm the efficient 
performance of models [12], [19]. A combination of these ideas could help in producing a robust soft computing model. 
Ideas: 

● Combination of other learning algorithms to build a prediction model is recommended  
● Resource (energy, cost, time) efficient models which output optimal (accurate, fast) results are highly 

recommended 
● Using good and up to date datasets and benchmark datasets abreast with advances in computing technology 

especially in security sector to validate models is highly recommended. 

Software reliability is a key part in software quality. Assumptions and abstractions must be made to simplify the problem. 
Software reliability modeling has matured to the point that meaningful results can be obtained by applying suitable models 
to the problem. 

 

1.2 Research Questions 

Now, the main question that comes to mind is what is the solution? Researchers have different opinions on the current 
situation and to date are working hard to provide the alternative which could work in the current situation and help the 
world have a reliable software reliability model. 
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In the course of this review, the following research questions were asked: 

1. What are the analysis of the research published on the challenges experienced related to soft computing and 
software reliability? 

2. What are the results of the search related to the literature that allowed us to understand the series of challenges we 
face in current times and how they persisted in one form or the other? 

3. Which classification/identification is the best possible solution under different scenarios as an outcome of the 
current situation? 

4. Which lessons were learned from the past after mapping literature and what are the possible future scenario and 
agenda? 

 

2. Methodology  

2.1 Literature search  

The preliminary search term was comprehensively evaluated to identify the most suitable search terms. Based on the stated 
objectives, the following terms were used to search the relevant literature in the established academic databases: “soft 
computing” AND “software reliability” and secondly “computational intelligence” AND “software reliability”. All articles 
were identified and retrieved from academic online databases via ScienceDirect, IEEE XploreP

TM
P, ACM Digital Library and 

SAGE Journals and total is 223; additional records identified through other sources is 50.  

 

Fig. 1  Search procedure and study selection diagram showing the literature inclusion and exclusion at every stage.  (PRISMA statement) 
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Then search strategy was applied at this stage. The references that are found to match the search terms proposed in our 
study were scanned to identify studies cited in the articles selected for inclusion in the study. A screening was done by 
sorting the relevant titles related to the objectives of this paper following the example PRISMA Statement [20]. The 
screening was based on the abstracts of the selected papers. 

The papers that fulfilled the screening criteria were used in our study. Data extraction was done on the sorted papers and 
subsequently tabulated and Fig. 1 is created. The articles that were returned and identified from the online databases 
amounted to a total of 265. 

3. Results and interpretations 

3.1 Year 

 

Fig. 2  Research article distribution from 2010 to 2020 

This analysis as seen in Fig. 2 reveals that research article distribution was averagely low between 2010 and 2013 then 
spiked up in 2014 and reached its highest peak in 2015, reduced in 2016 and gradually rose to its second peak in 2018 then 
gradually descended through 2019 to 2020. This indicates that research in this area has risen and fallen over the years. 
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3.2 Distribution based on Journal 

 

Fig. 3  Article distribution based on journal from 2010 to 2020 

0 10 20 30 40 50 60

2010 IEEE International Conference on Computational Intelligence…
2010 International Conference on Communication and…

2010 International Conference on Computational Intelligence and…
2011 6th IEEE International Symposium on Applied Computational…

2011 Seventh International Conference on Computational…
2012 Fifth International Symposium on Computational Intelligence…

2012 Fourth International Conference on Computational…
2012 IEEE Symposium on Computational Intelligence for Security…

2013 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE)
2014 Fourth International Conference on Advanced Computing &…

2014 IEEE Symposium on Computational Intelligence in Robotic…
2014 Seventh International Symposium on Computational…

2015 11th International Conference on Computational Intelligence…
2015 International Conference on Computational Intelligence and…
2016 8th International Conference on Computational Intelligence…

2017 13th International Conference on Computational Intelligence…
2017 IEEE International Conference on Cybernetics and…

2018 3rd International Conference on Computational Intelligence…
2018 International Conference on Computational Science and…
2019 International Conference on Computational Science and…

AASRI Procedia
ACM Trans. Softw. Eng. Methodol.

Applied Computing and Informatics
Applied Soft Computing

Computer Networks
Computers & Industrial Engineering

Electric Power Systems Research
European Journal of Operational Research

Fuel and Energy Abstracts
Heliyon

IEEE Access
IEEE Transactions on Industrial Electronics

IEEE Transactions on Reliability
IFAC-PapersOnLine

Information Sciences
International Journal of Distributed Sensor Networks

Journal of Information Security and Applications
Journal of Network and Computer Applications

Journal of Systems Architecture
Measurement

Neurocomputing
others

Procedia CIRP
Procedia Engineering

Proceedings of the Institution of Mechanical Engineers, Part O:…
Reliability Engineering & System Safety

The 2012 International Joint Conference on Neural Networks (IJCNN)
Third International Conference on Computational Intelligence and…

Article distribution 

 

Total

http://www.ijiset.com/


IJISET - International Journal of Innovative Science, Engineering & Technology, Vol. 8 Issue 3, March 2021  

ISSN (Online) 2348 – 7968 | Impact Factor (2020) – 6.72 

www.ijiset.com 

403 
 

Article distributions in these journals reveal that ‘others' had the highest number of publications followed by Procedia 
Computer Science then Applied Soft Computing with IEEE Access at the fourth place. This indicates that Procedia 
Computer Science journal gets the second most distributed articles in this subject domain over the years than Applied Soft 
Computing and the rest.  

3.3 Journal popularity comparison 
 

 

Fig. 4  Article distribution for ‘others’ from 2010 to 2020 

Journal popularity comparison for ‘others’ showed that in 2018 distribution was at its peak then it was at its lowest in 2015. 
Fig. 4 has the summary. 

Procedia Computer Science on the other hand showed 2015 had highest distribution while 2013, 2017 and 2019 had the 
lowest. Fig. 5 demonstrates this summary. 

Generally, ‘others’ still had more article distribution over the years. 

 
 

Fig. 5  Article distribution for Procedia Computer Science Journal from 2010 to 2020 
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3.4 Taxonomy of Soft Computing Approaches to Software Reliability 

U  

Fig. 6  Soft Computing approaches to Software Reliability 

 

4. Conclusions 

The concept of using soft computing to improve software reliability [21], [22] kept being refined with new methods and 
approaches. Attempts were made to make robust models sometimes based on various combinations of algorithms, 
optimization techniques, benchmark datasets, efficiency and accuracy from research to research varied with most meeting 
up to desired expectations [15], [23], [18], [24]. Various systems were considered including those on the web [24], security, 
database, component level reliability models, system level software reliability models with the help of soft computing 
techniques such as Artificial Neural Networks, Fuzzy Logic, Support Vector Machines, Evolutionary computation, 
Bayesian Network, Chaos theory and via Hybrid methods [25], [26]. Creating energy, cost, resource and time effective 
models which give optimal results were highly recommended [10]–[14]. Using good datasets to validate models also 
recommended. 

Fault prone module; Software Operational Profile (SOP) [27] technique was used in some works and Component Based 
Software System (CBSS) [13]. Software Reliability Growth Model (SRGM) saw approaches from different angles using 
varied algorithms [18], [19]. Metrics associated with reliability were employed to prove and improve robustness [10], [12]. 
Necessary parameters were used and utilized as required to achieve results [16], [17], 18]. Experimental results were used 
to prove the efficient performance of models [12], [19]. 

4.1 Highlighting limitations 

The limitation of the available research is that not all models proved robust, efficient, resource-effective and were highly 
accurate in prediction and capable of covering all scenarios giving optimal results. Additionally, some datasets and 
benchmark datasets became obsolete in relationship to advances in computing technology especially in security sector.  

4.2 Identifying gaps 

 The following are the summary of gaps found in most of the survey articles. 

● Some papers suggested that certain learning algorithms were yet to be combined to build prediction models 
● Some analysis suggested that resource (energy, cost, time) efficient models which output optimal (accurate, fast) 

results ought to be built 
● Some paper focuses on datasets and benchmark datasets. Up to date datasets and benchmark datasets abreast with 

advances in computing technology were not used in some work. 
 

5. Future work 

A model that is robust, efficient, cost/resource effective, highly accurate in prediction giving optimal results (including 
speed) and this model would have its performance proven on metrics, up to date datasets (benchmark) and advances in 
computing will be developed.  
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