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1. a) Explain briefly the following:
i) Supervised learning ii) Data mining techniques iii) Data mart
iv) Data Warehouse v) Market-basket transactions (2 marks
each).

b) What are the major data mining processes. Discuss any 2 data mining
techniques you know? (5 marks)

2. a) Explain the following, use sketches as necessary:

i) Binary attributes iiy Nominal attributes  iii) Ordinal attributes
iv) Continuous attributes V) Class label (2 marks each).

b) Sketch a lattice for all possib’le item-sets I = { a,b,c.d.e}. (5 marks).

3. a) What is a Coincidence matrix? Illustrate with a simple 2-class classifier
and use it to.€Xplain the concept of:
i) True-Positive. 11) F alse Posmve 111) False Negatwe and iv) True
- : - Negative.
9 : (10 marks).
b) State the formulae of dbmmdence matrlx then use it to calculate the
Error rate and Accuracy rate of the 2-class classifier whose results are
shown in the table. (5 marks)

Class | Class 2
Class | | 674 91
Class 2 89 o 146

‘4% 4, a) State the association rule and its metrics. (/0 marks)
=

b) What is the essence of association analysis? (5 marks)




