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. a. What is data compression and why do-we compress data? (3mrks)
b. Explain briefly the meanings of /ossless compression and /ossy compression. For each type

of compression, give an example of an application, explaining why it is appropriate. (3 mrks)

c. Differentiate between Static dictionary and Dynamic dictionary (2mrks)

d. Outline the main compression approaches and whzch class does Huffman coding belongs

t0? P (10 mrks)
e. How do you measure the efﬁcwncy (perfomaance) of a data compression algorithm?
i, ", (6 mrks)
f. Draw the Huffman tree and tablefor ‘é}r'ffnbols shown in tabl below. Use the table to
encode the word “nigerian”, | (6 mrks)

Symbol e |a g n T i

frequency [T J1_ |1 ]2 |T |2

. a Compare and contrast between arlthmetlc encodmg and Huffman encoding.  (6mrks)
b. Determme whether the followmg codes for {A, B, C, D} are uniquely decodab:’e Give

your reasons for each case.

'*‘ﬁa

(iv) {0, 001, 10, and 010} (4 mrks)

c. Explain with a diagram the two types of buffers in the LZ77 compression algorithm

implementation. (5 mrks)




3. a. Explain Run-length algorithm and explam under what conditions a Run- -length algorithm
may work effectively? S (5mrks)
b. Encode and decode “abbcaac” usfng arithmetic encoding given the distribution table

below: ‘ ‘ (10 mrks)

Probability Distribution

Symbol | Probability | Symbol Interval

©[00,03)

a 2
b [0.5,0.75)
c b, [0.75, 1.0)

4. a.Draw adap-:ve Huffman (10 mrks)

b. leferentiate between dlchonary based compressmn Iand statistical based compressions
: (Smrks)

S B Givenﬂseve 1 pr _babﬂztles ( , .03, .04, .04, .12, .26, and .49, construct
binary .Huffman c.odlel—.trees fbr them. L d (5mrks)

b. Describe briefly how each of Ihe two classes of lossless compression algorithms, namely
the adaptive and the non- adaptzve works in its model. (Smrks)
c. Explain with a dlagram the two types of buffers in the LZ77 compression algorithm

implementation. (Smrks)
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