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e Answer all questions
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. a) What does Association analysis entails? (7 marks)

b) What are the basic metrics of an association rule? (8 marks)

. a) What is Classification? Explain Predictive and Descriptive modelling.
(10 marks)

b) Sketch a lattice for all possible itemsets, /={ a,b,c,d,e}. (5 marks)

.a) Discuss a Decision Tree induction. (4 marks) What are the purity metrics
for the best split selection? (6 marks)

b) What are the pitfalls to avoid in a Decision tree induction? (5 marks)

. a) Explain the following Decision tree test conditions, use sketches as
necessary:

i) Binary attributes = ii) Nominal attributes  iii) Ordinal attributes
iv) Continuous attributes  v) Target attributes
(1 mark each = 4 marks)

b) What is a Confusion matrix? (3 marks) Use T_ablé 2 to explain the
following: ;

1) True-Positive

ii) False Positive

iii) False Negative, and

iv)  True Negative. k' (2 marks each = 8 marks)

¢) What are the metrics that can be computed from the matrix? (4 marks)
Table 2: Matrix A

Predicted
: |
<
< Class 1 Class 2
Class 1 67 15
| Class 2 20 13
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