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1. a) Explain the following:
i) Supervised learning ii) Data mining techniques iii) Data mart
iv) Data clustering v) Market-basket transactions

(2 marks each).
b) What are the major data mining processes? (5 marks)
2. Consider the Point Of Sales (POS) transactions below.

a. Convert the POS transactions into a binary form. What is the width of
Transaction 67 (2 marks)

b. State the Support count and Confidence metrics. What is their
significance? (2 marks) '

~ d. Compute the Support count .an'c; the rule’s count of:
(i) {Butter, Bread},
(ii) {Milk, Diapers}, and__:
(111){Beer, Mz]k, D_iapers]j‘:ife.insgts. (6 marks)-‘.;-';
e. Compute the Conf;ééncé rule.f(!);'.:
(i) {Milk, Diapers}— {Beer, Milk, Diapers}:
(ii) {Butter, Milk}— {Milk, Diapers, Bread, Bread}. (5 marks)

Table 1: POS Transactions

Transaction ID | Ttems Bouglit |
i {Milk. Peer. Diapers|
2 ! Bread. Butter, Milk}
3 1 Milk. Diapers. Cookies}
4 | Bread, Butter, Cookies}
) {Beer. Cookies, Diapers)
G {Alk, Diapers. Bread. Butter}
T { Bread. Batier, l-_)i:-l]_:i'l".*-t
X {Beer. Diapors|
G {Milk, Diapers. Bread. Butter}
10 {Beer. Cookies |




3. a) Explain the following Decision tree test conditions, use sketches as

necessary:

i) Binary attributes ii) Nominal attributes  iii) Ordinal attributes
iv) Continuous attributes ~ v) Target attributes (2 marks each).

b) Sketch a lattice for all possible item-sets I = { a,b,c,d.e}. (2 marks).

¢) State the Apriori principle, then use it to generate the frequent itemset
for the POS transactions in Table 1. (3 marks)

a) What is a Confusion matrix? Use the matrix of table 2 to explain its
content and hence the following:

i) True-Positive

ii) Faise Positive

iii) - False Negative, and

iv)  TrueNegative. " = (I OIf??arks.)

b) What are the metrics that can be computed from the matrix? (5 marks)
Table 2: Matrix A

Predicted

i1|'Class 1 | Class 2

i [
class1 ¥ 67 T 15

220 T

Actual

Class 2

7
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