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a. What is data compression and why do we compress data? Bmrks - 7
b Explain briefly the meanings of lossless compression and /ossy compression. For each type

of compression, give an example of an application, explaining why it is appropriate. '@nrks I,.-”;'J}‘l
\\\_} .

Describe briefly how each of the two classes of lossless compression algorithms, namely the
adaptive and the non-adaptive, works in its model. lllustrate each with an appropriate

example. 6 mrks

Determine whether the following codes for {A, B, C, D} are uniquely decodable. Give your
reasons for each case.

(a) {0, 10,-:;01, 0101}

(b) {000, 0':0.1'; 010,.011}

(c) {00, 010, 011, 1}

(d) {0, 001, 10, 010} i 8 mrks

Differentiate between dictionary based compression and statistical based compressions
4mrks

Compare and contrast between arithmetic encoding and Huffman encoding. 4mrks



