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ABSI'RACT 

This research work applies the techniques of linear programming to 

profit optimization on metal manufacturing. 

A review of mathematical programming was made with an overall 

emphasis on linear programming models. Also, methods of solving these 

models such as graphical solutions, simplex and two-phases methods were 

discussed . 

Chapter three runs through metal manufacturing in Techo-Equip and a 

model was developed for one of my studies. Computerized solution of this 

model as well as its implementation and documentation were carried out. 

I n order to provide the decision-makers of the company with valuable 

introduction, cnreful analysis of the result obtained was done. Limitations as 

well as recolllmendation were stated. 
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CHAPTER ON~ 
1.0 INTRODUCTION 

In every sphere of human endeavor, there are problems of 

optimization . A chief of any stafr must shape his forces in such a way it will 

have the maximum possible striking power. The Managing Director of an 

Industrial Enterprise tries to increase the profit and reduce the cost of his 

company as much as possible. Production manager of a plant is bound to be 

interested in finding out how he can millimize the production cost for his 

plant. /\ typical housewi fe agonizing over the problem of spending her 

husband's income in such a manner that she can purchase as many of the 

goods as possible that the family would like to have. These are just a few 

examples of the so-called optimization problem. 

III metal manufacturing industries, although it generates huge revenue, 

but problem still arises ranging frolll simple ones to severe ones which tend 

to defeat this objectives. Due to no systematic research plans to 

manufacturing, the combinations to produces that yield maximum profits are 

usually not known to the management and the over-production of assumed 

well-sold product could lead to unpredicted loss. To avoid such 

circumstances, well-defined policies mllst be followed to determine before 

hand the possible mix of factors require to produce the highest profit. 



Statistical analysis, simulation, games theory-queijing theory, and 

linear programmlllg are some of the most widely used techniques of 

operations research . Operation research is concerned with optional 

decision making in and modeling of deterministic and probabilities system 

that originate from real life. The applications, which occur in government, 

business, engineering, economic and the natural and social science are 

Iclrgely cllClraderized by the need to allocate limited resources. In these 

situation considerable insight can be obtained from scientific analysis such 

as that provided by operation research. 

One of the model types of operation research is an allocation model, 

which our research is based on. These models are concerned with allocating 

scare or constrained resources ill order to meet all requirements, both of 

supply and demand. Usually, it is aimed as maximizing profit or minimizing 

cost. Linear programming is an aspect or allocating models in which all 

valuables occurs only as linear variables. Linear prog~amming has been 

used successfully in the solution of problems concerned with assignment of 

personnel , blending of materials, distribution and transpOliation and 

investment portfolios . 

2 



1.1 PURPOSE OF STlJDY 

This project aims to study the high revenue generated from metal 

manufacturing and develop a model for optimizing profit or minimizing cost 

for any production . 

1.1).. PROBLEM DEFINITION 

Onen in every mctal manufacturing company like Techo-Equip 

Nigeria limited, the overall objectives may be seen as maximization of 

profit. However, the cost of materials it purchases . An optimization 

problem arises here as to what particular combination of supplies; quantities 

and Illaterials minimized thc overall cost of purchasing. Also, the 

production department may be faced \vith the problem of providing space if 

large quantities are purchased, say, due to reduced cost. This involves 

additional cost. 

. For this study, we shall attempt to develop computerizing solution, 

which will assist in deciding what units of each metal product the firm 

should manufacture each week to meet all contractual obligations and 

minimize its total cost. 



IJ THE METHODOLOGY 

The following are the activities involved in carrying out the project 

work . 

a. Studying and formulation of problems ~ 

Here, the knowledge of system analysis was used, which enables us to 

solve there mailing other activities . The objective and inter-

relationship between component in the system so also constraints 

among others were determined. 

b. Construction of the lVlodel 

A model substitute representation of some objectives or systems in 

which changes in the component of the model, whatever they may be 

affect it in such a way that the result can be translated into the same 

kind of response in the original objective or system understudy. Here, 

it has been decided that value of the controllable variable should have 

in order to optimize the performance measure. 

c. Solution to the Model 

An iterative solution technique was uscd to obtain solution to ' the 

'model because it h(ls relatively big number of variables and 

constraints, This process involves continuous use of tentative solution 

until it was optional. 



d. Testing the lVlodel and Evaluation of the Solution 

This CQuid be achieved by using prospective test, which involves 

operating the actual physical system according to the solution 

obtained by solving the model. Otherwise, past record might be used 

and later compared with the derived ones. 



CIIAPTER T\V() 

2.0 FUNDAMENTAL OF LINEAR PROGRAMMING 

2.1 LINEAR PROGRAMMING 

Linear programming is Olle of the most popular mathematical 

techniques used in solving operation problems. It can be defined as a class 

of mathematical techniques or models that are concerned with the efficient 

use or best allocation of source and limited rcsources to known activities 

with the objectives ormeeting a desired goal (for examples, maximization of 

profit or minimization of cost). 

As a tool , it is a quantitative technique used in solving management 

problems in the field s or production , planning, feed l1li~, stock cutting, 

ab'Ticulture, administration , oil drilling and productioll , assembly industry 

and other areas involved with decision making. 

In summary, linear programming models have been found to be the 

simplest and 1110st efficient models from a computational point of view. Its 

distinct characteristic is that functions representing the objective and 

constraints are linear. 

2.1.1 LITERATURE REVIEW OF LINEAR PROGRAMMING 

Linear programming or optimization models are among the most 

commercially successful application of operation research; infact, there is 



considerable evidence that they rank highest in economIc impact. This 

because many large firtHS adopt its quantitative analysis technique to solve 

their managerial critical decision . For example, in the deuides ago, problem 

concerning production of commodities like, which commodity or processes? 

Are the main question before a production managers . Alfred Marshal points 

out that businessman studies his production function and his imput prices 

and substitute one impact for another till his cost become minimum possible . 

This is done intuitively by businessman not by his trained instinct. Now, 

there exist a method known as linear programming, which ends 

maximization of profit and minimization of cost. 

This method, the linear programming was first formulated by Russian 

Mathel11ati~ian Shir L. V. Kantorovich but it was developed later in ] 948 by 

George B Dentzig for the purpose of scheduling the complicated 

procurement method is being used in solving a wide range of practical 

business problems. The advent of electronic computers has further increased 

its application to solve many other problems in industry . 

In the light of wide range of application of this method (Linear 

Programming) there are several definition of the method defined by various 

authors. Among these definitions, we have ~ 
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" Linear programming IS a mathematical method for solving a large 

number class of special problem" (Anderson 1982) it applies typically to 

problems in which one is attempting either to maximize cost while meeting 

certain requirements. " It may be defined as an analytical technique used to 

determined the optional solution to a decision problem" '(Pappas and 

Brighen, 1979). They went further to define it as one of the series of 

analytical techniques known collectively as lllathematical progralll111lllltlg 

which are lIsed to solve constrained optimization problem . Partly because 

linear programming has been developed much more frequently than non­

linear and other programming techniques. 

"Another people defined it as a "mathematical techniques for finding 

the best uses of a firm ' s limited resources" (Donnelly, Gibson and 

Invancevich, 1989). The adjective linear is used to described relationship 

between two or more variable . 

It also defined as " Strictly an algebraic graphical technique that at 

least 011 relatively simple problems can be lIsed without an electronic 

computer" (Hick and Gullet, 1981). I-jere the linear programming models 

can be used to determine the best use of scare resource to accomplish a 

defined objective for simple and small (in size) problem while it indirectly 

implies that computer application helped to solve complex and large 



problems like calculus, linear programmIng IS a mathematical tool for 

solving maximization and minimization problems. It is particularly 

powerful solving the course of action available to the decision-maker. From 

all these definitions, one can conclude that linear programming is a useful 

analytical technique for managerial decision making. 

2.1.2 NATURE OF LINEAR PROGRAI\'IMING PROBLEM 

The natures of linear programming problems are such that limited 

resource are to be effectively and efficiently allocated to activities with the 

objective of meeting a desire goal. 

Hence, linear programming problems are optimization problems and it 

can be defined as the one where the feasible region is a subset of the non-

negative portion of R2, defined by linear equations and inequalities and also 

the objective function to be minimized or maximized is linear i.e. of the 

~. p { I 2 II olin x ,x , .... .... . . ,X ) = dIXI + (l 2X2+ ...... . ...... + anxn . 

We should note that for a problem to be solvable llSlllg linear 

programming model s, there are cel1ain requirement that must be met. These 

requirements include; 

a. There should be only one but well defined objective function . This is 

because the model is build in sllch a way as to allow for only one well 

defined objective function 



b. The resource to be used must be limited in supply. This means that 

for every linear programming problem, constraints must exist. 

c. There Illllst be more than Olle constraint existing far any problem to be 

solvable by the linear programming model. This makes it possible to 

select between variolls combinations of manpower and automation. 

d. The variables mllst be inter-related this means that it should be 

possible to farmulate a mathematical relationship between the 

variables describing the problem . The relationship must be in linear 

form and if this requirement is 110t met, the problem cannot be solved 

lIsing linear programming model. 

2.1.3 GENERAL LINEAR PROGRAMMING MODEL 

Linear pro!:,rramming is a mathematical technique that will maximize 

or minimize a linear function subject to a system of linear constraints. These 

linear functions together with the system of I inear constraints form what is 

called linear programming model. A general for of a linear programming 

model is as follows optimize: Z = C I X I+ 

C2X2+ ...... ... .. . ... .... .+C2X2 ... ..... . ..... ( I ) 

subject to : all .,x2+al2x2+ ........... .. ....... +a2rxr[>=, <=] bll 

= 1,2,3, ... ........... . . ,m ..... . ...... ... .... (2) Xj>O,j = 1,2,3 . . . ... .. . ... ,r] 

In 



Where aij , bi are assumed known constants and XJ are decision variable 

restriction, (2) in the modcl are callcd constraints . 

These are mathematical statemcnts, which spccify such elements in 

the problem as the limitation of available resources, or the demand that must 

be met. The nature of a problem will detell11ine which of the relation 

[>=,<=] appears in each constraints of a particular model. 

2.1.4 ELEMENT OF A LINEAR PI~OGIV\MMING MODEL 

All linear programming models require the following data to be 

established . 

a. There Illllst be only OIlC well-defined objective function or goal of the 

decision maker. 

b. Identification of the various constraints, may be classified as follows; 

1. Restrictions due to limited supply of resources, which may be in terms 

of mCIl , Ill<lchillcS or raw materia Is . 

. . 
II. Policy: The constraints rcflect the VCtrlOUS business policies of 

the organization. 

111. Finance: Those constraints usually take form of budget standard cost 

and others . 

IV. Market: The most likely constraints of this nature is the sales limit 

determined by market demand for various products. 

II 



c. The variables (those quallt it ies or aspect of the process that the 

decision-maker is seeking cOlltrol) must be related and the 

mathematical relationship among them must be of the 1inear. 

d. There mllst be alternative courses of action in that it must be possible 

to vary combination of reSOllrces to yield some desired level of output 

goal. 

2.1.5 TYPE OF LINEAR PROGRAMMING PROBLEMS 

There arc three types or linear progralllllling Illodels , they are 

a. Resources Allocation P,·oblcms: This can be llsed to determine how 

to lise limited assets to maximize gain or minimize loss. 

b. Diet Problems :- This is lIsed to find the best food mix that would 

result in the maximi zation of profit or not gain in value and lor to 

minimize thc cost or services. 

c. Transport Problcms :- Finding the cheapest mcans or transportation 

or goods. 

2.1.6 ASSUMPTION IN LINEAR PROGRAMMING 

The following are the variolls assllmption s in linear programming 

(these assumption help liS to know the characteristics possessed by the linear 

programming techniques) . 

12 



I. Single Objective: It is assumed that all problems that are to be solved 

usin g linear progra mmin g techniques are targeted at only one 

obj ecti ve which can cither be max imi zation of profit contribution or 

minimizati on of cost but not a dual objecti ve (minimax) problem. 

2. Linearity: This assumed that there is a linear or straight-line 

rclationship betwecn the vari :'lbles in lincar programmin g model. In 

othcr words, the valucs to thc ill<ii vidu;ll vClriablcs arc Cl ssutncd known 

or can bc dctcrmined Clnd scrvc as input to th e model (that is, linear 

programming are determini stic models) . 

3. Additivity :- The indi vidual cost or profit contributions of the various 

pro udest or process that constitute the model can be added together to 

obtain ("111 accurate cost or profit. 

4. Divisibility:- This is assutn cd that non-integer values of vari able at 

optional solution must makc Cl manClg. in g. scnse . 

5. Limitation of H,esolll·ccs:- This rcsourccs to bc employed in thc 

achievement of the defined sin gle objecti ve are assumed to be limited 

in supply and its allocation mllst be ill the optional ways among the 

competing ends. 

11 



6. Non-Negativity of Resources: All decision variables are non­

negative. This is based on the fact that negative resources cannot be 

used . 

7. Proportionality :- This requires that the amount of each resources 

used must be proportional to the value of the decision variables . 

8. Mathematical Representation: Thc single objectives to be achieved 

and the limitation militating against its achievement must be capable 

of being expressed as a set of equations or inequalities is called the 

linear programming model. 

9. Alternative Solution:- It is assumed that there are alternative courses 

of action to achieve a defined objective, one, which will be the 

optional solution . 

2.1.7 APPRAISAL OF LINEAR PROGRAMMING TECHNIQUE 

linear programming techniques so the problems which are strictly 

mathematical or can be formulated into mathematical models linear 

programming model assumes that for any problem there is a single goal and 

this goal is known as the objective function and constraints of as the 

constra i IltS . The objective function and constraints of any linear 

programming problem must be precisely expressed mathematically and must 

14 



be linear in form . However, there are some shortcomings of the linear 

programming model. These are : 

I. The linearity of relationship between decision variables is not the real­

life solution as required by the linear probrramming model. 

2. Linear programming model is inapplicable to some real-life non-linear 

problems. Whenever a non-linear problem is encountered this has to 

bc rcachcd to a lillcilr form (111(.1 thi s can produce some macuracies ill 

the results obtained. 

3. Due to its assumption of only objective function , other objective 

functions of the problem must be dropped and this implies that the 

models may not solve the problem in real-life situation . 

4. In cases the solution to a linear programming model is designated 

(that is, where the values of or one or more basic variables becomes 

zero), the value of the objcctive function Jllay never improve and the 

linear programming tcchnique breaks down. 

5. In most cases of unbounded solution space, the value of the objective 

function can increase indefinitely; hence the linear programming 

technique is not reliable in producing an optional solution. 

Where the objective function is parallel to a binding constraints the 

function assumes the optional value at more than one basic solution. In spite 

15 



of these shortcomings, linear programming models have been found to be 

the simplcst allt] most clTicicnt sct or modcls li'om the computational point 

of view . 

The advantages of linear programming Illodel are perceived to 

outweigh the disadvantages. These advantages include the following . 

\. Lincar programming models are the easicst in term of computation or 

all other techniques in its family . 

ii. Linear programming models are used 111 solving production 

bottlenecks. 

III. Linear programllling models allow I"or the modil"ication or its solution 

for the sake or convenience through the sensitivity post-optimality 

analysis. 

lV. There is an improved quality of decision when USing linear 

programming models . 

The simplex method of linear programmlllg gIves the lIsers an 

opportunity to compute shadow process of products (dual concepts) . 

2.2 SOLUTION TO LINEAR PROGRAlVll\1ING PROBLEMS 

About three method.s of solving lincar progr(llllllling problems shall be 

considered. To initialize the method, one Illust transform all inequality 

constraints into equalities and must know olle feasible solution, non-negative 



solution. However, before looking at these methods. let us define some 

terms to be used. 

2.2. t DEFINITION OF TERl\1S 

In order to under stand some of the problems employed in presenting 

facts in this project, it is necessary to present some of the linear 

programming terms used. These terms and their meaning are as follows. 

I. Object'ivity ami Objective Functions: Objective is the set of goals, 

which a linear-programming problem is set to achieve. This goal may 

be to minimized cost or to maximize contributions expressed in a 

mathematical forlll . 

ii. Constraint and Constraint Function: In linear programming the set 

of factors that limits the attainment of a specific objective are called 

constraints while constraint functions are set of equations or 

inequalities which rule Ollt certain combination of variables of feasible 

solution. 

111. Decision Variables: A variable is a character or character strings 

which can accept of the variable. Decision variable comprises of 

characters that are used in the representation of pm1s of a 

mathematical model. In order words, decision variables are used to 

represent those activities over which a decision-maker has contro1. 

17 



IV . Slack/Surplus Variable: A slack variable is a variable added to the 

len-hand-side of less - than equal to constraint function to convert the 

inequality to equality . A surplus variable on the other hand is a 

variable subtracted form the left hand-side of a greater-than - or-equal­

to constraint to convert the constraint function inequality. At the 

optional solution, the value of the surplus variable is interpreted as the 

. amollnt over and Clbove the minimulIl requirements . 

v. Mathematical Model:- A model is abstract representation of a real 

life problem. It is the mathematical representation of the objective to 

be achieved as well as the set of constraints mutilating against the 

achievement of the objective. 

VI. Standard/Canonical Forms:- A linear programming problem is said 

to be in its standard or canonical form if all the constraint inequlaities 

have been expressed as equalities. This can be achieved either by the 

addition of slack variables or subtraction of surplus variable. 

vii . Pivot Row:- This is the row in the simplex table all corresponding to 

the basic variable that will leave the solution as the algorithm iterates 

from one basic feasible solution to another. 

VII 1. Pivot Column:- The column corresponding to the non-basic variable 

that is about to be introduced il1to the basic feasible solution. 

IX 



IX . 

x . 

Pivot Element or Pivot:- This is the clcment of the simplex tableau at 

the intersection of both pivot row and pivot column . 

Artificial Variables:- These are variables that has no physical 

meaning in terms of the original linear programming problem, but 

serves mcrely to enable a basic feasible solution to be created for 

st<Jrt i ng thc si Illplex met hod . 

I\rtifici(ll vmiablcs (Irc assigned (In objcctivc fUllctioll co-cfficient of ­

M where M is a very large nllmber. 

Xl. Basic Feasible Solution:- Linear programming basic feasible solution 

IS a combination of decision and non-decision (slack, surplus and 

artificial) variables that satisfies all system and the non-negative 

conditions on the standard form of a linear programming. 

XII. Iteratioll:- I\n interaction of a simplcx mcthod consist or thc 

scquencc or stcps pcrformed In movlllg frolll OIlC basic fC<lsiblc 

solution to another. 

XIII. Shadow Prices:- The change in the criterion value results fTom a one­

unit change in the amount of constraint. 

XIV. Range of optimality:-This is the range of values over which a CJ 

associated with a basic variables may vary without caus111g may 

change in the optimal solution (that is the values of all the variables 

1') 



• 

will remalll the same, but the value of the obiective function will 

cha1lge ). 

2.2.2 THE GRAPHICAL IVIETHOD 

This method is best achieved when we are considering only two 

independent variable XI and X2. [f we have a system of inequalities such that 

its graphical representation is a polygon or finite area and if we have a 

related fUllctioll of the lorm subject to the constraint occur at specific corner 

point of the polygoll. 

The diagram below illustrates this~ 

20 



Simple of product Y and that each or product Z will attract 4 times as 

lllallY buyers as olle sa mple or product Y. The 1Il0del is Cormulated as 

below. III the calculation 20-x-y will represent 7,. 

Hence we ha ve 

x + y < = 20 

x < = 16 

x > = 8 .... . ........ . . . .... . ....... ........ (1) 

y < = 10 

y > = 0 

Also, the cost or shippin g the prodllct is represent by equation 

C = 3 x ·1 2 y ·1 (20 - x - y). . . . . . . . . . . . . . . . . .. (2) 

For the buyer appeal, we helVe 

B = lOx + y + 4 (20 - xy) ................ ..... (3) 

The president of the company is interested in knowing how many of 

each product should be sent to meet either of the two considerations. They 

are first minimi zation of the shipping cost, and second, maximization of 

buyer appeals. To di scover the numbers or products yielding these extreme 

valucs, it is neccssary to take the coordinates of each or the corner points in 

the figure (2) below and introduce these numbers into the two linear 

equation for cost and buyer appeal. 

21 



These are results in tabular form 

Cost or shipping Buyer Appeal 

Point X y Z 3x+y+(20-x-y) 

A 8 10 2 46 98 

B 10 10 0 50 110 

C 16 4 0 56 164 

D 16 0 4 52 176 

E 8 0 12 36 128 

22 



From the results ill the above table. we concluded that 



2.2.3 THE SIMPLEX TECIINIQUE 

The simplex technique is one of the various computational techniques, 

which have been developed to solve linear programming problem . This 

technique is virtually the only one lIsed in practical applications . Simplex 

method employs an attractive process that starts at a feasible corner point, 

normally the origin, and systematically moves from one feasible extreme 

point to another .until the optimum point is eventually reached. The bases of 

the simplex method, which guarantee generating a sequence of basic 

solutions, are of two fundamental conditions. They are ~ 

a. The Optimality Condition: :- This ensures that no interior points 

solutions (relative to the current solution points) are over encountered. 

b. The Feasibility Condition:- This ensures that starting with a basic 

feasible solution, only basic feasible solution is encountered during 

computation. 

Manually, the procedure though simple, requires time and patience to 

be executed but it is well suited for a computer system. To us the 

conventional simplex technique, the problem has to be seen as the 

application of a henee its use of slack variables which can be seen as the 

application of a mathematical trick to convert statement of bounds into 

25 



2.2.3 TilE SllVIPLEX TEC HNIQU E 

The simplex techniquc is one of the variolls computational techniques, 

which have been developed to so lvc linear programming problem. This 

technique is viliuall y the onl y one lIsed in practica l applications. Simplex 

method employs an attracti ve process that starts at a feasible corner point, 

normally thc origill , alld systclllaticall y movcs from onc feasiblc extremc 

point tn ,lnothcr until thc optillllllll point is cvcntllall y rC(lchcd. Thc bases of 

the simplex method, whi ch guarantee generatin g a sequence of basic 

solutions, are of two fundamental conditions. They are~ 

il. The Optimality Condition: :- This ensures that no interior points 

solutions (relati ve to thc currcnt solution points) arc over encountered. 

b. The Feasibility Condition:- This ensures that starting with a basic 

feas ible solution, onl y bas ic feas ible solution is encountered durin g 

cOlllputat iOIl . 

Manuall y, the procedurc though simplc, rcquires time and patience to 

be executed but it is \,ve ll suited for a computer system. To us the 

conventional simplex technique, the problem has to be seen as the 

application of a hence its use of slack variables which can be seen as the 

application of a mathematical tri ck to convert statement of bounds into 
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2.3.1 DESCRIPTION OF ALGORITIIM FOR THE TECHNIQUES 

For easy understanding, it would be better to briefly real some of the 

concepts of linear pro!:,rramming mention earlier. These concepts are; 

a. Canonical Form:- The general linear programming problem can 

always be put in the following forms which is refelTed to as the 

canonical form. 

Maximize 

Subject to ; 

Where 1= 1,2, ...... .. ... . ...... ,m.j = 1,2, .. . ........ .. 11, xj > = 0 

The characteristics of the canonical form linear programming model are 

1. All decision variables are non-negative 

ii . All constraints are of the (=<) type . 

111 . The objective function is of the maximization type. 

A linear programming problem can be transferred into canonical form 

by performing some or all of the following operations on the linear 

programming problem. 

I. The minimization of a function is mathematically equivalent to the 

maximization of the negative expression of the same function f (x) 

For example 

Minimize X() = GX 1 + (2X2 + .. . ... .. . .. . .. . .. ... . .. ... + (nxn) 
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c. A bastcsolution:- This obtained by setting (n-m) variables equal to 

zero and solving for the remaining m variable provided that the 

determinant of the coefficient of the variable is not zero. 

Where n = number of unknown variables 

M = number of equations. 

And the m variablcs are called the basis variables. 

c. A Basic Feasible Solution:-This is a basic solution that satisfies the 

conditions that all basic variable are non-negative . 

d. The Simplex Tableau:- Detaching the coefficient of a standard linear 

programming problem in canonical form and arranging them in a 

tableau form forms the simplex tableau . For Example. 

Mm - 2Xl - 3X2 = z 

S.t 3XI + 2x2=< 60 

-Xl + X2 = < 10 

This can be cOl1velied to standard form. It becomes 

Max 2Xl + 3X2 = Z 

St 3Xl +2X2 +x\ = 60 

-Xl +X2 +X..j = 40 



B2 

Basis 

/ , 

XJ 

X4 

We need to make sure that there is a set or m left hand vectors , so that 

we can set up a starting tableau ill restricted normal form . We do this 

by inventing new variables. There is m of these, and they are called 

alii ficial variables, we denote them by x I, hence we have 

Z = 2Xl + 3X2 

x, - ()O 3X l 2 X2 - x, 

X.l -- I () I X I X2 X.l 

Our example is now restricted normal form . Now to translate into 

tableau we detach the coefficient into the table as below; 

RI13 XI X 2 x, X·l 

() 2 3 0 0 

60 -3 -2 -I 0 

10 I -I 0 -I 

Usually the 2nd row is the cost (cj' s) row 

c. The simplcx Algorithm 

The following steps could be employed on solving linear 

programming problems using simplex method . 



Step I: 

Step 2: 

Step 3: 

a. 

b. 

Step 4: 

Step 5: 

Start problem is canonical form . Set lip an initial tableau 

If all the Cj's (xxcept the objective) is 0, the maximulll value of 

the objective function has been achieved stop. 

If there exist S such that *s > = 0) and a Is > = ° for all 1 then 

the objective function is not bounded below. Stop other wise, 

pivot to determine the pivotterlll . 

Pivot in any colullln with a positive Cj tcrm. If there are 

several positive Cj's 

Pivoting in the column with the largest Cj may reduce the total 

number of steps necessary to complete the problem. Assume 

we pivot in columll S. 

To determine the row of the pivot term, find that row, say row 

r, such that 

h I h 

I =:: 111 III a < 0 
/I a I ' 

i.e i. 

Replace the x- variable in the pivot row and first column by the 

x-variable in the first row and pivot colullln. The new, first 

colull1n is the current or the basic variable. 

The problem remains in canonical form at a different basic 

solution. Returll to step 2 . 
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The optimal solution is obtained by assigning to each variable in the 

first colullIn that value in the corresponding row 2nd column. All other 

variables are assigned the value zero. The associated Z, the optimal value of 

the objective function , is the value in the second row and second column. 

2.2.4 T\VO PHASE SIMPLEX METHOD 

If the constraints contain not only slack variable two-phase simplex 

method is applied. In the first phase, we create ~n auxiliary objective, Z' 

where Z' = -Zzi and the simplex method is performed on the auxiliary 

objective function. The second phase is lIsed to solve the real problem. As a 

result or thi s, the following modirications are incorporated into the simplex 

method . 

Change I: The second row of the simplex tableau is decomposed into two 

rows, the first of which is the cost (Cj's) row and while the 

second involves the coefficient of the sum of the artificial 

variables. 

Change 2: Step 2 of the simplex method is applied to the last row 

(auxiliary objective fUllction row) created in change 

(followed by step 3 and 4) lInti I this row contain no positive 

elements. The step 2 is applied to those elements in the second 

row that are positioned over zeros in the last row. 



Change 3: Whenever an arti ficial variable column ceases to be basic. It is 

removed from the I st column of the tableau as a result of step 

4. It is deleted from the top row of the tableau, as is the entire 

column uncleI' it. 

Chan ge 4: The last can be deleted from the tableau whenever it contains 

all zeros . 

Chan ge 5: If non-zcro artificial variablcs arc prcscnt in the final basis set, 

the program has no solution. 

The following examples will illustrate these methods 

a. Maximize Z = 4xI + 3X2 

Subject to - XI + X2 < 10 

Xl + 2X2 < 14 

2Xl + X 2 < 16 

Solution 

Let us start by introducing 3 slack variable X1 , XLI, and Xs since it has 3 

inequalities. This we write maximize Z = 4Xl + 3X2 

Solution to - Xl + X2 + X1 = 10 

X 1+ 2xrl-x_1 = 14 

2x I + X2 + X :, = 16 

The coefficient could be detached into the simplex tableau as follows : 



82 

Basis RH3 XI X2 X3 Xci xs 

Cj o 4 3 0 0 0 

X3 10 -I -I 0 0 

Xci 14 -I -2 0 -I 0 

X5 16 -2 -I 0 0 -I 

We select the key column which is the columll containing the most positive 

entry in index row i.e 4. 

For the key row, we divide the value of bi column by the value of the 

entry in the key column and select the smallest of the absolute values. 

X4 r = I 4 / - I = I 4 

X5 r = 16/-2 = 8 

We divide all entries in the key row by the negative or the pivot to reduce 

the pivot to unit. 

Basis bi XI X2 x, X4 x:, 

Cj 0 4 3 0 0 0 

X, 10 -I -I -I 0 0 

Xci 14 -I -2 0 -I 0 

Xs 8 -I -112 0 -0 -112 



Using the min row, we now operate on the remaining rows of the 

tablea u, including the index row, to reduce the other entries in the key 

column to zero. New Ilumber = old - the product of the corresponding 

entries in the main row and the key column . 

For example, in the third row (x4) 

-I is replaced by - I + (-1 )(- 1) = 0 

-2 is replaced by - 2 + (- 1/2)(- 1) = 32 

14 is replaced by 14 + (8) (- I) = 6. Etc. 

Basis bi · . X'i 

C· J 32 0 I 0 0 -2 

X.1 18 0 -3/2 -I 0 -1 /2 

X4 6 0 -3/2 0 0 '12 

XI 8 -] - 1/2 0 0 -1 /2 

The Key c olunw c( nsist s of a ' ingle - I and the remaining entries zero. 

This column headed by xi, which indicates that the basis variable Xs in the 

main row can be replaced by xi, 



Also, there is still a pos iti ve value in the index row, so we repeat the 

process for this second tablea u. 

----- .-. - - ---- --- ---c- ---,---- - .- - - .. 

Basic l3 i XI X2 X~ XLI Xs --- -.-

C.J 32 0 I 0 0 -2 
f------- .. _-- --- ---- --- -- -

X3 18 0 -3/2 - I 0 -1/2 
X4 4 0 - I 0 -2/3 1/3 

----- ------------- ----
XI 8 - I -1/2 0 0 -1/2 

-- -
CJ 36 0 0 -2/3 -2/3 -5/3 
X3 12 0 0 - I I -1 
X2 4 0 - I 0 -2/3 1/3 
XI 6 - I 0 0 1/3 -2/3 

The basis solution is x I = 6, X2 = 4 

FlIIt hermore, since there is no futther pos iti ve entry in the index row, this is 

also the optim al so lution and the optimal v~llll e Cj is given in the bi co lullln 

i.e Cj = 36 hence Cj max = 36 

Also x~ = 6, X4 = 0, Xs = 0 

The full result , therefore is 

Cj III a x = 36, X I = 6, X 2 = 4, x, = 6, XLI = 0 x:; =0 

QN2 Maximi ze Z = 5xI + 2X2 

Subject to 6x I I x2>6 



4x l+ 3X2> 12 

XI + 2X2>4 

With all va riables non-negati ve i.e x I , X2, > 0 

This program is put into standard form by introducin g surplus vari abl es X3 ,X4 

and Xs respecti vely, in the constraint ill equalities, and the artificial variables 

XI , X2, and x, respecti ve ly, ill til e resultin g equ iltioll , 

llellcc we have 

Max imi ze Z 5x I + 2X2 

Subject to 6x l+2x - XI + ...... .. . .. . .. . ... .. , ... .. + X(,::;: 6 

4x I + 3X2 - x4 + . ... , . . .. ..... .. .. . .. I X7 = 12 

XI + 2x2 - X 'i ....... . .... . . .. . .... .... -1 xx - 4 

Problem becomes 

Maximi ze W 

Sub.i ect to 

6x I + X2 - x.\+ 

4x I + 3X2 - X.t 

XI + 2X2 - Xs 

5x I -I- 2X2 

+X(i 

+ X7 

·I·xx 

37 

= 6 

12 

= 4 

/ , 



xc) = -6 + 6xI + X2 -X~ 

w = -22 + I I x I + 6 X2 - x, - x, - X..j X 5 

Problem becomes 

W + 22 = I I x I + 6 x2 + x3 - x4 - x5 

6xI + X2 - x, + + X(l = 6 

+ Xx = 4 

= Z 

Theil, applying the two-phase method and rOllnding all calculation to two 

significant figures we generate sequentially the following tableau in each of 

which the pivot element is marked by an asterisk . 

Tableau 1 

Basis RHS XI X2 X,\ XI Xs Xc) X7 Xx ----
Real 0 5 2 0 0 0 0 0 0 
X(, 6 -6 -I I 0 0 -I 0 0 
X7 12 -4 -3 0 I 0 0 -I 0 
Xx 4 -I -2 0 0 I 0 0 -I 
Cj's 22 11 6 -1 -I -I I 1 I 



Table 2 

Basis RIIS ~) _~2 _ X3 X.j ~~ X 7 Xl{ - -- _.- - - - -. 1------.-- ------
Rcar 5 0 1.107 0.834 0 0 0 0 -_. 
X I 16 -I 0.167 0.167 0 0 0 0 
X7 8 0 -2 .333 -0 .668 I 0 - J 0 
X8 3 0 -1 .833 -0 .167 0 I 0 -I 
C'js II 0 4.1766 0.8335 - I - I I I 

Basis RHS x l x2 x3 x4 x5 x7 

Real 6.9 0 0 0.727 0 -0.638 . 0 

X I 0.73 -I 0 o .455 0.183 -0.09 1 0 

X7 4.2 0 -I -0 .091 0 0.546 0 

X2 1.6 0 -I -0 .091 0 0.546 0 

C'js 4.2 0 0 -0.455 -I 1.273 0 

Tableau 4 

Basis RHS xl x2 x3 x4 x5 

. Real 9.0 0 0 0.500 0.500 0 

X I 43 -I 0 0.214 -0.071 0 

X5 3.3 0 0 -0 .357 0.786 - I 

X2 3.4 0 -I -0 .286 0.429 0 



C' js 0.0 o 0 0.000 0.000 0 

Tableau 5 

Basis RHS xl x2 x3 x4 x5 

Real 12.0 -7 .00 0 2.00 0 0 

X4 6.0 -14.00 0 3.00 -I 0 

X5 7.9 -11.00 0 2.000 0 -I 

X2 6.0 -6.00 -I 1.000 0 0 

Tableau 4 is the first tableau containing no arti ficial variables in its first 

column . Hence, with change 3 section 2 

Implemented, the last row of the tableau should be zero. To within round 

error. It is zero, so we delete it from the tableau . Tableau 5, however, 

present, a problem that cannot be ignored, the work column is the x3 -

column and all the elements in that column al;e positive. It follows from step 

2 section 2 that the original program has no solution . 



CHAPTER THREE 

3.0 DEVELOPMENT AND FORMULATION OF IVIODELING FOR 

TECHO-EQUIP NIG. LTD. 

3.1 HISTORY OF THE C01\tIPANY 

Tech-Equip, was founded and licensed to manufacture ornamental 

wrought iron to produce household products in variolls ways. The company 

has a good reputation in the manufacture or household mental products and 

fabricated iron and steel for Agro-allied product machines. The company 

started in the mid 80's and later diversifies into other markets, products and 

activities through self-help plants and equipment update as well as product 

development. The company now has well equipped workshops, offices, and 

facilities along Idilllu-Egbe road at Ikotun in Lagos - State. 

The company fully appreciates the challenges of the future in the 

economic development of Nigeria. 8eing wholly indigenolls company its 

vision is to become a multidisciplinary engineering offering total 

engineering services to the construction, agro-allied and packaging 

industries in Nigeria. 
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It intends to achieve these objectives through the manufacture of 

products and offer of services that conform to specifies standards with added 

value for the benefit of all her customers . 

3.2 PRODUCTION PROCESS OF MENTAL PACKAGING 

1\1ANUFACTURING AT TECI-IO-EQUIP 

Due to increase in demand for large quantity of metal products mainly 

needed for packing finished product by companies that need them prompted 

her to go into metal packaging manufacturing. Today, however, various 

metals such as can boxes, this contaills metals products are produced. The 

following are the processes involved in metal packaging manufacturing. 

a. Machine:- This is the first process and it includes activities like 

cutting, bending into various shape, joining or welding, pressing, and 

drilling holes among others, into metals sheet. 

b. Polishing:- In order to prevent rllsting and the machined metals, to 

give a better look , different types of chemicals includes painting, 

greasing and labelillg are used ill this process . 

c. Assembling: The metal sheets products parts are fitted or put together 

by allY type of joining process with bolt or rivet and then packed and 

arranged ill order for sale or exporting. 

3.3 DEVELOPING A IVIODEL FOR TECI-IO-EQUIP NIGERIA 



]11 one of our studies, four different types of metal products are 

producing at this packaging sectioll, each of which must be machined, 

polished and assembled. The specific time requirement (in minutes) for 

each product are as follows : 

Product I 

Product I I 

Product II I 

Product IV 

l\1achine Polishing 

J\1in Min 

3 

2 

2 

4 

2 

2 

Assembling 

Min 

2 

3 

The firm has available to it on a weekly basis, 48000 min of machine 

time, 40000 mins of polishing time, and 40000 mins of assembling time. 

The unit profit on the products are W60, N40, N60, and N80 respectively, 

together with those needed by the company. The finn has a contract with 

some distributor to provide 5000 units of products I and 10,000 unit of any 

combination of products II and III each week. Through other cllstomers, the 

firm can sell each week as many units of product I i, III and I V as it can 

prodllce ~ but only a maximulll 01'2500 lInits of product Iv. 

3.3.1 THE OBJECTIVE FUNCTION 



The objective is to find out how many unit of each product should the 

firm manufactured each week to meet all contractual obligations and 

maximized its total profit. 

3.3.2 THE CONSTRAINTS 

The constraints ill this problem include number of units to be provided 

for the distributors and Ilumbers of units that call be sold in each week. The 

objective is to 1l1Clximize profit (in Naira), which we denote as Z setting. 

X I = number of product I to be manufactured in a week 

X2 = number of product Ii to be manufactured in a week 

X3 = number of product III to be manufactured in a week 

X4 = number of product TV to be manufactured in a week . 

We can formulate the objective as~ 

Maximize Z = 60 XI + 40X2 + 60x, + 80 X4 

There arc constraints ill the total timc available for machining, the total time 

<lvailable for polishing and the total time available for assembling. These are 

respectively, modeled, together with product and selling constraints by, 

3xI + 2X2 + 2X1 + 4X4 = < 48000 

2x I + X2 + 2x} + X<.j = < 40000 

x I + X2 + 2x, + 3X4 = < 40000 

X,I = < 2500 



X2 + X~ >= 5000 

XI >= 10000 

Hence, the problem could be stated as : 

z = 

= 48000 

2xI + x2 + 2x3 + x4 +x() = 40000 

XI + X2 + 2X3 + 3x.j X7 = 40000 

X.j +XR = 2500 

X2 I-x.. -XI) = 10000 

-x 10 = 5000 



CI-IAPTER FOlJR 

4.0 COMPUTERIZED SOLUTION lVIODEL 

Two-phase simplex method shall be used to solve problem. The 

inforll1<ltion needed for both thc first <lnd second phases of the overall 

simplex method is got f"t·OIll the simplex table below. The underlying 

problem to solve is as posed in equation (I) and (2) of section 3.2. 

XI X2 X3 X4 Xs X(j X7 Xg X9 XIO 
Z 0 60 40 60 80 0 0 0 0 0 0 
Xs 48000 -3 -2 -2 -4 -I 0 0 0 0 0 
X6 40000 -2 -I -2 -I 0 -I 0 0 0 0 
X7 40000 -I -I -2 -3 0 0 -I 0 0 0 

---- ----
XR 2500 0 -I -I -I 0 0 0 -I 0 0 
XI) 10000 0 -I -I 0 0 0 0 0 1 0 
X 10 5000 -I 0 0 0 0 0 0 0 0 I - - ------ ----r-O ZI -15000 -I 1 1 0 0 0 0 -I -I 

4.1 IMPLEMENTATION 

4. J.l THE MACHINE CONFIGURATION 

The project was carried out 011 the follow platform. 

M<lchine:- Pentiulll 3 

64MB Ram 

20G B HOD 

·Hi 



VGA Colour Monitor 

Programming Language: Fortran 77 . 

4.1.2 INPUT SPECIFICATION 

Input to the program is from file , SIMPLEX. The table entries inside 

the box of the double lines above are no more than coefficient s of the 

original problem . Thcsc entrics, along with the valued of N(numbers of 

independcnt variablc), M (numbcr of constraints), MI ,M2, M:; (number of < 

=, >=, = respectively) are the only input that is needed by the simplex 

mcthod routine uscd. Thc cocfficients of the auxiliary objective function 

(bottom row) are just the negative of the column sums of the rows above, 

which are easily calculated automatica lIy. 

4.1.3 OUTPUT SPECIFICATION 

The output is written to an output file simplex .out. The output form 

these rout incs are : 

1. A Hag, I case, tclling wcathcr a finite solution, no solution , or an 

unbounded solution was found . 

ii . An updated tableau A. This tablcau is indexed by two returned arrays 

of integers. IPOS V (J) contains lor J = I .. M, the number 1 whose 

original variable Xl is now represented by row .1 + I of A. This are thus 
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the right-hand variables in the solution. Likewise, IZROV(J) 

contains, for J = 1 ... N, the number I whose original variable xl IS 

now a right - hand variable, represented by column J+ I. 

4.2 ANALYSIS OF RESULT 

The simplex method requires 7 iterat ions to solve the problems. The 

following are the results obtained : 

I. At the end of the process (after 7 iterations), the maxImum profit 

obtained by producing the different product is Ni ,250,000.00. The 

variable X2 (product 11) is not present ill the solution. This implies its 

production does not affect profitability. 

ii . The initial basic solution does not increase the objective function form 

zero since none of the basic variable is present. 

Ill. After the I s l iteration , x I entered the set of basic variables with a 

significant effect; the profit raised up from 0 to W300,000. 

IV. The profit increased by W400,000 aHer the 21111 iteration. This was a 

result of X2 with quantity WI 0,000 entering the solution. 

v. After the 3rd iteration, both quantities of X2 and XI remained 

unchanged while the profit increased to N900 ,OOO with X4 equals 

W2500 entering the solution . 



VI. The 4th iteration indicates that x I increased by 1000 while x4 and x2 

remained unchanged . The profit rose to W960,000 . 

vii . After the 5
th 

iteration, the variable X,'l replaced X2 in the solution. This 

implies X,'l increased the profit than X2. The profit rose by W200 .000. 

VIII. By the 6th iteration, XJ increased to 11500 and the profit rose to WI , 

190,000 while quantities x I and X..J remained ullchanged 

lX. By the ih iteration x I remained unchanged, Xj increased to 14500 and 

X,I decreased to 1000. The profit, however rose to WI, 250,000 which 

is optional. The reduction in the quantity of X4 coinciding with the 

increase in profit explained that the production or x4 is expensive 

although it gives high profit. 

x. Lastly, the quantities x6x7 and x 10 being positive ill the solution set 

indicate the quantities of residential or wastes which could be treated 

in order to increase the company's profit. 

4.3 LIIVIITATIONS 

This program is limited to maximum of 100 independent variables and 

100 constraints to be solved. However, this can be increased, if need be, by 

changing the dimension of the input anays. 



Also, the programs can not adequately sole integer programm111g 

problems i.e. when integer independent variables are required. 

Lastly, the solution to understand variables as discussed 111 section 

2.4 .1 (I-I) can not be implemented with this routine. 
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CIIAPTER FIVE 

CONCLUSION 

For this study 1000 units of product I V, 14500 units of product III and 

5000 units of product 1 should be manufactured, while product II should not 

be produced at alJ in order to yield the optimal profit of WI ,250,000.00. 

In order to avoid unnecessary waste in production, we recommends 

that operat iOlls research workers should be part of the production crews. 

Apart fj·OI11 been able to build lineClr progrClmming models, they should also 

be very goo 111 scientific programmlllg languages(s) such as 

PASCAL,C,FORTRAN etc. Alternatively, Techo-Equip should employ the 

service of professional's consultants who can provide such operations 

research advice. 

In conclusioll , it is obvious from the implementation of this project 

that 'real' mallufacturing decision cannot be based 011 the intuition of the 

manager(s) but is better rested Oil strong mathematical formulations has 

exhibited in this project. 
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SUBROUTINE SIMPLEX (A,M,N,MP,NP,M1,M2,M3, ICASE, IZROV, 

IPOSV) 

PARAMETER(MMAX=lOO, EPS=1.E-6) 

DIMENSION A (MP,NP), IZROSV(M) ,L1(MMAX) ,L2(MMAX) ,L3(MMAX) 

WRITE(*, 7) 

7 FORMAT (5X, 'enter input data') 

Read(*,*) A, M, N, MP, NP, M1, M2, M3 

IF(M.NE.M1+M2+M3) PAUSE 

NL1=N 

DO ( 1 ~. ) K= 1 , N 

L1(K)=K 

IZROV(K)=K 

(11) CONTINUE 

NL2=M 

DO(12)I=l,M 

IF(A(I+l,I) .LT.O) PAUSE 

L2(I)=I 

IPOSV(I)=N+I 

(12) CONTINUE. 

DO(13)I=l,M2 

L3(I)=1 

(13) CONTINUE 

IR=O 

IF(M2+M3.EQ.0)GO TO 30 

IR=l 

00(15) K=l,N+1 

Q1=0 

DO(14)I=M1+1,M 

Q1=Q1+A (1+1, K) 

(14) CONTINUE 

A(M+2,K)=-Q1 



(15) CONTINUE. 

10 CALL SIMP1(A,MP,NP,M+1,L1,NL1,0,KP,BMAX). 

IF (BMAX.LE.EPS.AND. (M+2,1) .LT. EPS) THEN 

ICASE=- 1 

RETURN 

ELSE IF(BMAX.LE EPS.AND.A(M+2,1) .LE.EPS) THEN 

M12=M1+M2+1 

IF(M12.LE.M) THEN 

DO(16)IP=M12,M 

IF (IPOSV(IP) .EQ.IP+N) THEN 

CALL SIMP1(A,MP,NP,IP,L1,NL1,1,KP,BMAX) 

IF(BMAX.GT.O) GO TO 1 

END IF 

(16) CONTINUE. 

END IF. 

IR=O 

M12=M12-1 

IF(M1+1.G.T.M12) GO TO 30 

DO (18) I=M1+1,M12 

IF(L3(I-M1) .EQ.1)THEN 

DO(17) K=1, N+1 

A(I+1, K)=-A(I+1,K) 

(17) CONTINUE. 

END IF 

(18) CONTINUE 

GO TO 30 

END IF 

CALL SIMP2 (A,M,N,MP,NP,L2,NL2,IP,KP,Q1) 

IF(IP . EQ.O) THEN 

I CASE=-1 



RETURN 

END IF 

1 CALL SIMP3 (A,MP,NP,M+l,N,IP,KP) 

IF (IPOSV(IP) .GE.N +Ml+M2+1) THEN 

DO(19) K=l,NLI 

IF(Ll(K) .EQ .KP)GO T02 

19 CONTINUE 

2 NLl=NLl-l 

DO(21)IS=K,NLI 

Ll(IS)=Ll(IS+l) 

(21) CONTINUE. 

ELSE 

IF(IPOSV(IP) .LT.~+M+l)GO TO 20 

KH=IPOSV(IP)-MI-N 

IF (L3(KH) .EQ.O ) GO TO 20 

L3(KH)=0 

END IF 

A(M+2, KP+ 1)=A(M+2,KP+l)+1 

DO(22) I=1,M+2 

A(I,KP+l)=_A(I,KP+l) 

(22) CONTINUE 

20 IS=IZROV(KP) 

IZROV(KP) =IPOSV(IP) 

IPOSV(IP)=IS 

IF (IR.NE.O) GO TO 10 

30 CALL SIMPI (A,MP,NP,O,Ll,NLl,O,KP,BMAX). 

IF(BMAX.LE.O.)THEN 

leASE =0 

RETURN 

END IF 

·7 



CALL SIMP2(A,M,N,MP,NP,L2,NL2,IP,KP,Q1) 

IF(IP.EQ.O) THEN 

ICASE=l 

RETURN 

END IF 

CALL SIMP3 (A,MP,NP,M,N,IP,KP) 

GO TO 20 

END 

SUBROUTINE SIMP1(A,MP,NP,MM,LL,NLL,IABF,KP,BMAX) 

DIMENSION A (MP,NP,)LL, (NP). 

KP =LL (1) 

BMAX = A(MM+I,KP+1)B 

DO(11) K=2,NLL, 

IF(IABF.EQ.O) THEN 

TEST =A(MM+1, LL(K)+1)-BMAX 

ELSE 

TEST=ABS(A(MM+1) )-ABS(BMAX) 

END IF 

IF(TEST.GT.O) THEN 

BMAX=A(MM+1,LL(K) +1) 

KP= LL(K) . 

RETURN 

END. 

END IF 

(11) CONTINUE 



SUBROUTINE SIMP2(A,M,N,MP , NP,L2,NL2 IP,KP , Q1). 

PARAMETER(EPS=1.E-6) 

DIMENSION A(MP,NP) ,L2(MP) 

IP =0 

DO (11) I = 1,NL2 

IF(A(L2(I)+1,KP+1) ~L~- EPS) GO TO 1 

(11) CONTINUE 

RETURN 

1 Q1=- A(L2(I)+1,1)/A(L2(I)+1,KP+1 

IP=L2(I) 

DO(13) I=I+1,NL2 

II=L2(I) 

IF(A(II+1,KP+1) . LT. - EPS) THEN 

Q=-A(II+1,1)/A(II+1,KP+1) 

IF (Q.LT.Q1) THEN 

IP=II 

Q1=Q 

ELSE IF(Q.EQ.Q1)THEN 

(12) CONTINUE 

DO(12)K=1,N 

QP=-A(IP+1,K+1)/A(IP+1,KP+1) 

QO=- A(II+1,K+1)/A(II+1,KP+1) 

IF(QO.NE.QP) GO TO 2. 

2 IF(QO.LT.QP)IP=II 

END IF 

ENDIF 

(13) CONTINUE 

RETURN 

END. 



SUBROUTINE SIMP3(A,MP,NP,I1,K1,IP,KP) 

DIMENSION A (MP,NP) 

PIV=1/A(IP+1,KP+1) 

DO(12)II=1,I1+1 

IF(II-1.NE.IP)THEN 

A(11,KP+1)=A(II,KP+1)*PIV 

DO(11)KK=1,K1+1 

A(II,KP+1) 

IF(KK- 1.NE~KP)THEN 

A(II,KK)=A(II,KK)- A(IP+1,KK)* 

END IF 

(11) CONTINUE 

END IF 

(12) CONTINUE 

DO(13)KK=I,K1+1 

IF(KK- 1.NE.KP)A(IP+1,KK)=-A(IPT1+1,KK)*PIV 

(13) CONTINUE 

~(IP+1,KP+1)=PIV 

RETURN 

END. 



PIH>FIT OI'TII\IJ/,ATION ON I\'II ~TAL I\IANtlFACTUIONG AT 
**ttt***t********tt*****t**t*****.**t vttttttt*********t*t 

TI~ CII()-E(ltl'l' 
t * '\: t ~ . ,', .,. * '\: '\: "' * * t * ,', 

~ FOLLOWING VAUJ I :S WUZF IZI ·:AI):- ' M.·N. r-vll .lvI2. M3 

M - NUMBLR OF CUNSTRAINTS 

N - NUMBER OF V ARABLFS 

M I - NUMBI ~R OF <=-= CUNSTRAINTS 

M2 - NUMBER OF >:= CONSTRAINTS 

MJ - NUMBFR OF = CONSTRAINTS 

M := 0, N =:: 4. M I ::;: 4. M 2 :c: 2. ~1J := () 

[E INPUT MATRIX IS: 

( o( t 

( 5) * 

( 8) * 
( 9) '\: 

'( 10) * 

hi 

n.O() 

4 SOO() , O() 

4000(),OO 

110000.00 

2500.00 

soon.oo 
I (lOon. O() 

-I ooon. 00 

BASIC SOLUTION I 
. ~ =======::-:===::::====-:==:== 

X( 5) 4 SOO() . ()() 

X( (») := 4 ()()O() . ()() 

X( 7} . <I ()()O() . 00 

X( 8) 25 00 .00 

X( lJ) soon.oo 
X( I 0) -- I (loon.oo 

X( I) X(2) 

()(). ()() . t\() ,()() 

-J .()O -2.0() 

-1.00 -I.O() 

-?. no - I .(){) 

0.00 O. ()() 

- 1.00 O,O() 

0.00 - I. O() 

1.00 I .O(J 

TIII ~ OBJECTIVE liAS TO BE SOLVED [N 2 ]>IIASl ~S . 

X(3) 

60,00 

-2.00 

-2.00 

-2.00 

0.00 

0.00 

- 1.00 

1.00 

X(4) 

g(}.(l( 

.. iL 1;0 

-,1. O(l 

- 1.0(1 

(J .O! 

- I . (J i 

O.O( 
OJ); 



FIRST "IIASI ',: 

* * * * * '\: * * '\: * . ~ ". ". 

\,i\TION I 
-:::::===== =~:. 

bi X(9) . :«2 ) X(J) X(4) 
*** ** ******************** *********tt************************************** , t 

0) * J O()OO(). ()O 60.00 lIO.OO 60.00 80.00 
5) * J 3 O()O . ()O -J .O() -2.0() -2.00 -4 .00 
6) t J 5 000. (lO -I .(l() - 1.00 -2 .00 -J.n!) 
7) * J ()()O() . O() -2 .00 - I .()!) -2.00 -1.00 
X) * 25 ()O . O() () .OO (l .O() 0.00 - 1.00 
9) * :1 ()()O . ()() - I. ()() o.O() 0.00 0.00 
0) * I 0000. ()() O. ()O - I. O!) -1.00 0.00 
0) * -IOOO() .O() 0.00 1 .O() 1.00 0.00 

SIC SOLUTION 2 
===================== :-:- :::: 

5). . == J300() .OO 

= 3 SO()() . O() 

= JOOOO.OO 

= 2500.0() 

= SOOO .O() 

= 10000.00 

bi X(9) X(IO) X(3) X(4) 

* * * ** * ********** ****** * * * ** ****. *** * * *~****** * * *** ** ************************ 

.( 0) . * 700000. on GO.OO 40.0() 20.00 SO.OO 
( 5) * 13000.00 -3 .00 -2. O(l 0.00 -4 .no 
( 6) * 2S000.00 -I. on - I .O() -1.00 -J .110 

' ( 7) * 2 OO()O . 00 -2.00 - 1.00 -1.00 -1 .00 
X( 8) * 2500.()O () . (lO O.O() 0.00 -1.00 
~ ( 9) * :=; (JO(J . 00 I .00 o .O() 0.00 0.00 
X( I 0) ... I ()()()() . ()(J 0 .00 I . (I() • i .O() () .O() 

W( 0) '\: O.()O ().OO 0.00 0.00 0.00 



SIC SOU J"IION .\ 

5) -- I ]O()().()() 

() ) 25 ()()O .()() 

7) = 20()OO.()() 

8) 25 00.()O 

1 ) 5 O()(). ()() 

2} . = 10OOO.O() 

HE SECOND 1'1 IAS[: 
~***************** 

rERATION 3 

hi X(9) X( 10) X(3) X(S 
*****************************t********************************************* 

'( () * ()OO()()O .O() (l().()O flO .O() 20.00 -80.( 
. ( 5) * 3 (JOO. 00 -3.00 -2.0() 0.00 4,( ' 

X( (») * 1 7:1 O()O. 00 -I.on - 1 .. 00 -Lon J.( 

X( 7) . . * I 7:1 O()(). 00 -2.00 -1..0() -1.00 I .I ' 
X( 4) * 2500.00 ().oo n.oo 0.00 -I. ' 
X( I) * 5 (JOO . ()() I .O() O.O() 0.00 (U) I 

X( 2) * I OO()(). 00 0.00 I . ()() -1.00 0.01 

BASIC SOLUTION 4 
==============~~ 

X( 5) 3000.00 

X( G) I 75 (Jon. ()O 

X( 7) = I 75 (JOO . ()() 

X( 4) :::: 250().()O 

X( I) 5 OO(). O() 

X( 2) :::: I noo().O() 



'LRATION 'I 

hi 

'( 0) * Wl0()()().O() 

( 9) * I (lOO .OO 

( 6) * 16S000.()0 

( 7) * 15S ()()O .()() 

( 4) * 2 S ()O . O() 

« 1). . * ()O(J().OO 

« 2) * I O()()o . 00 

3ASIC SOl ,lJTION S 
=========--:7.==- :-::=-:-:. ---:= 

= 1000.00 

- I (>SO()O.()() 

155000.00 

2500.00 

= GOOO.OO 

X( 2) -- loooo.no 

ITERATION 5 

hi 

q 0) * I I (,()()OO.OO 

X( 9) * IO()O.OO 

X( G) * 6500.00 

X( 7) * 5500.00 

X( 4) * 2500.00 

X( 1 ) * (,()oO.OO 

X( 2) * loooo.no 

I3ASIC SOLUTION () 
=============~~= 

X( 9)· = I 000.00 

X( (I) (lSOO.OO 
X( 7) - 5500.00 

X( 4) 25 ()O. 00 

X( I ) - (,(lOO.OO 

XC J) IOOO().OO 

X(S) );( 10) X(J) xu 

-20.00 o .()() 20.00 -0 . 
-O.D -(). 6 7 0.00 I. 
0 . .1.1 -0.3.1 -1 .00 1.1 
(),(17 (l.J J - 1.00 -u 
O.O() o .()() 0;00 -I . ( 
-o.:n -(J :(17 0.00 I. :J 

0.00 1.0() -1.00 0.\ 

X(5) X(IO) X(2) X(F 

-2 () . 00 0.00 20.00 -0. 
-0.31 -(J.() 7 0.00 I. 
0.33 -0.31 -1.00 1. 1 

0.67 0.13 -1.00 -u 
0.0() 0.00 0.00 -I.( 

-0.33 -OJ)7 0.00 1.1 
0.00 1.00 -\.00 0. (1 



rERATION () 
.---:;:::-:--:=--- ---

hi X(2) X( 

' ( 0) '" 1 1 ()(J()()() . ()() -.I 0.(J(l -:1 o.(J() -20.00 4() 

( I 0) '" ISOO.OO -O.SO -1 .50 0.00 2 

( G) * 4 SOO. 00 I .00 2.00 1.00 -I 

( 7) * 4500.0(J I .O() I .no 1.00 ') 

X( 4)' * 2S00.00 (J.on 0.00 0.00 - I 

X( I) • SOOO. ()O -0.00 I . ()O 0.00 

X( 3) * IISOO.()O -O .SO - 1. 50 -1.00 

BASI C SOI,lJTION 7 
==========~===== 

X(IO) =: I SOO .O() 

X( (i) 4S00.00 

X( 7) =: 4S00.00 

X( 4) = 2S00 .()O 

X( I) 5000.00 

X( 3) 11500.00 

ITERATION 7 
= =========== 

bi XeS) X(<J) X(2) x 
. ** *** ****** * *** * * **** ** * **** ****** * * .* * **.* ** * * * *****~***************** * 

C( 0) * 12S0()OO .O() - ](J .()7 -I (iJ) 7 -6 .67 
X(IO) '" 4500.00 0.17 -(l .X3 0.67 
X( (i) * :1 OO() . ()(J o .() 7 1.(,7 0.67 
X( S) * 1500.00 0.33 0.:13 0.33 
X( 4) * 1000.00 -D .]] -0 . J 3 -0.33 
X( I) * S 000.00 0.00 1.00 0.00 
X( 3) * 14500.00 0.17 -(un -0.33 

BASIC SOLUTION X 
~===========~=== 

X(IO) 4500.00 
X( 6) -- JOOO.OO 
X( 8) 1500.00 

X( 4) I (JOO .OO 

X( I) =: SOOO.OO 

X( 3) =: 14S00.00 



II ~ Bi\SIC FI ·:i\SIBI.F SOl.lITION IS : 
--=--.-- :-----_ .. -: .. - -:- ... . ---:-._---:----." -_. __ .-

4) 

I ) 

OJ 

.-

-: 

_. 

I ()()(). ()O 

5 ()()() . ()() 

I 45()O.()() 

IE OPTIMSI ~D On.lECTIYL FUN CTION IS 111 250()()O.(){) 


