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ABSTRACY

The methods of solving systans of lincar slgebraic equations are divided nto two:
The first group comprises of the so-called cxact or direct methods and the sccond s the
numcrical method The exact mcthod enables us (o obtain solution of a lincar'syslcm afler a
finite number of arithmetic operations have been performed: Among these are Crammer’s
wd. The Numerical miethods involve carrying out

e 3 l Trverdis “
IU!L, Gausian Ehimination anc

Jacobi and Siedel to test the convergeney rate of both Jacobi and sicdel’s method of solution;
and numiber of Herations mvolves.
A%

series of ierations (o obtain an approximate solution. This project uses iteration methods of
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CHAPTER ONE

GEMERAL INTRODUCTION

The numerical method of liner algebra includes the numerical methods of
solving  systems of lincar algebraic  equations, matrix  inversion, computing
determinants, and findings the Eigen values and Eigen veetors of matrices.

Methods of solving systems of linear algebraic equations are sub-divided into
two groups.  The st group comprises so-called exact or direet methods that 1s,
algorithms cnabling us to obtain the solution of a system after a finite number of
arithmetic operations. Among these are: Cramer’s rule for finding the solution of a
system with the aid of determinants, the Gauss Elimination and the sweep methods of
solving systems of lincar algebraic equations, in particular.

This project discusses the numerical solutions o system of lincar cquation
using iterative methods. Emphasis s laid on gauss Jacobi and Gauss Siedel’s method;

and the clliciency of Siedel over Jacobi using Pascal programming,

AINS
(1) To show how fast is it in convergence
(i) The number ofifedation involves

(i) - How accurate s the computed results

(1iv)  The efliciency of Gauss Siedel using Pascal Programming
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SCOPES AND LIBITATION
The project discusses solutions to system of lincar cquations using ieralive

methods. Emphasis is on Gaoss Siedel and Jacobi’s methods of solution only.

DEFINITHON GF FTERDDS

(a) Matrices- A matrix is defined as a rectangular array of numbers enclosed in a
bracket.

(b Square matrix ~ A matrix with cqual number of rows and columns

(c) Smgular matrix - a matix 1s said to be singular ifand only if the rows or

columns of the matrix are lincarly dependent. Also i its determinant is zero.
() Sparse matrix — A matrix is said 1o be sparse if most of its elements aij {i=

[,..,n,)=12 n} arczero

(e) Dense matrix - aomatrz s said to be dense if most of its elements ai) are non-
7C10.
(H Synunetric matrix — a square matrix P defined by P13} of order m is called

synunetric matiix ibevery 1) we have that [P iy 1= [Pji ]

Y
() Truncation - Is the dropping ol any digits (o the right of the decimal point.
(h) Label 15 a posttive mteger used to prefix a statement of mstructicn within a
Pascal program.
(1) Constants - are objects whose values cannot change during the running of a
program.
) Variables arc objects whose value can change during program exccution.

%]
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CHAPTER TWO
2.0 LITERATURE REVIEW
2.1 SYSTEM OF LINDAR EQUATIONS

Any arbitrary system of m lincar equations in n unknowns will be written as

agp xy app X2 b Foag Xy bi j
an xy ! Qo Xo N 1A s, & b
Sy

ay x; t Ay X oo 4y Ny T b} > (]O)

dop X1 F Quz Nz b A e Xp 0 bln /

where Xy, X2, ..., %, are the unkoowns and the subscripted a’s and b’s denote
constanis.

The above system i a lincar alpebraic system of mox n,

™o
to

Salutions

To solve the systern (1.0) above, 1t s first abbreviated to an augmented matrix of the

form

R

A Ay Apy e Ay, Dy

Ay Ayy Aoy e Ay, Dy

. (1.1)

B T Y Y S TR Y YT P TR

ol b

m3 mn “n |

Ay, A

LY ml m

The method of solution of (1.1) depends on the density of the matrix form above.

e s g s ISR
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If the matrix is dense, then we use divect method of solution, mostly favoured
by Gaussian Elimination. 1 on the other hand, the matrix is sparsc the appropriate

method of solution is the iterative procedure.

2.2.1 FFERATIVE METHOD QF SOLUTION
Althouph  Gaussian  Elimination (or the text version of -Gauss-Jordan
e!%mina:ién) iz generally the method of choice for solving a lincar system of 1
cquations in n unknowns, thore are other approaches o solving lincar systems, called
iterative or indirect methods, which are better in certain situations,  These methods
start with an intial approximation to a solution and the gencrate a succession of better

and better approximations that tead tosvard an exact solution.

2.2.2 GAUSS-JACEBI ORMETHOD GF SIMULTANEQUS DISPLACEMENT
Hod to lincar systems of m equations 1 n unknowns. Suppase
that the system has exactly one solution and that the diagonal entries

\
Ay, 22, Oy AUC RO-Z0TO.

To start, we rewrtte system (1.0) by solving the lirst equation for xq in terms of
the remaining unknowns; solving the sccond for x; in terms of the remaining
unknowns, and so on.

This yicld

S
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|
X} = - (/)l—-cllz,\'g—(llz.\’g~ ..... —'(11”)(}(3)
tody
! ) 0 0 \
X; = (/)2*(4’2[.\'§ Uy ANy "(12”X”) (12)
(122
xl = l> (/) - xo—u qk"(;)“ ~-a XO )
n i ml mi2 m3-v. mn-1%n-y

The above procedure pives the steps taken to obtain the first iteration. If an
approximation to the solution of {1.0) 15 known, and thcse approximate values are
substituted into the right hand side of (1.2), it is oflen the case that the values of
X1,%2,. . Ky that result on the tefl hand side Torm an cven better approximation to the
solution. This is a key to ihc Jacobian method.

To obtain the scwwj iteration, we substitute the various values of x; obtained by the
pmcésses above o (1.0) and repeat the procedure.
Thus

;]

1 _ U 4 r)
X, = ';1‘"[/’1 a, N, Fa X+ Aa X ]

i

n

1 :
x=—th—a X =Y a X

azz k-1
o l mo i ( n )
) - (1) o
=) - L a X' — z a X
h " m ’ me r
C’ o roml



2.3

h - .
In general, we have the ' iteration

l B ol n ‘
(n)y o\ r{r 1) . Z r(r 1)
/Ym - l)m ’ 2—/ d mp /\ P am/z /‘( n
of ol prmvt

m

GAUSS-SIEDEL OR SUCCESSIVE DISPLACEMENT METHOD

In this method, a minor madification of the Yacobi method often reduces the number of
iterations needed to obtain a given degree of accuracy.
Y
I each ierations of the Jacobi, the new approximation is obtamed by

substituting the previeus approximation into the right side of (1.2) and solving for new

values of Xy, x;

PR

1e.
. l [ mo2
AR EXT
XU=m—thb =Y a A
1 Vi "
a” L n 0
o l r mon
) () ) (0}
xl - i [)W (IZI /\ 1 Z b4 1/\ m
a,l e
0 1 1 ne 2 mon
PLE R % e 70}
x=—db -Ya X =Y a X
R K Ry n Am m
CI” L m o1 m 3
(1) l [ n -1
- — 70}
X' =—1b =Y a X
n i nm m
4 m-1
HH
also

6

h
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I
o M v S e
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Hence, i general we have the Gauss-Siedel ileration as

l ro . n :
xV=—lb =Y X = S a XU

rm m
14} ol me

1

These new valies are not al computed simultancously, first 1y, 18 obtained

>

rom the fon cauntion. then x4 12 oblamed from the second eauation. then xy. aud so
i 1 ks - 1 2 Ed

w values sre penerally closer to the exact solution; this sugpests that

might be obiained by uf\'iny) the noew x wvalues as soon as thev are

known,
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3.1

CHAPTER THREE
PASCAL

oy

PASCAL PROGRAMMING LANGUAGY

Pascal progranuning, language was imvented in 1970 by Professor Niklaus
Wirlh of Zurch, Switzerland 1 was named after the Seventeenth century french
Mathamatician who invented one of the carliest mechanical catenlaling machines,

I is a development of an earlier Janguage, ALGOL (Algorithm Language)
whosze name implics that it is based on a more organized and mathematically oriented
approach fo progromming than other lanpuages. The mathematical aspeet refers 1o the
ideas relating to the prool of theorema rather than the mathematics of computations,
The whole concept of the innnage iz the structural approach to the solution of a
problemy Such an approach pot only makes it casier 1o write but also improves the

clarity for an ontsider who may have 1o take over the development of program from

nal author.

the origs

A PN . " Fo ; i Ny e~ PR O T
Paseal program is bt with lexical tokens that is, a program header and the

[N Thon I . rres iy yay . ¥ '
body.  The token mio cither Ianennpe symbols or basic entities constructed by
programmers. SN

Word symbols are reserved words with predefined meanings in Pascal
programs and eannot be redefined by the user.
Identifiers are seqnence of letters and digits beginning with a letter(s) used for naming

the varions objeats defined,

bl S i 76
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Numbers are represented in decimal notation only and they denote integers or

real values. A number with a decimal point and or letter ‘¢’ is a real number;

otherwise it is an integer numbet.

lLabels arc unsigned integers in the close interval from 0 to 9999,

They are used ﬁ)l\pl?ﬁﬂ\‘;ng statement, if necessary.

Strings arce character whose value is denoted by a character sequence endorsed
within quotes. However, if quotation marks must appear within a string, the marks are
duplicates.

Comments are character sequence  occurring outside  character  standard

alternative represeatation {or cutly braces.

3.2 ARVTHMETIC OPERATON
Operators operate on one o twe operand and perform a specific operation.  The

-standard built in anithmetic eperators in Pascal include the following:

(1) 1 Addition

(i) - Subtraction

() * Multiplication

(vy / Bivision to obtain real number result

(v) DIV Division to yield a truncated integer result.

(viy ~ MOD Modulus to yicld the remainder of a division

TUATION

The following punctuation rules are considered in Pascal Program.



(i)

(iii)

(iv)

(v)

(vi)

i 0ur i larali each
Semicolon:  This terminates the program heading, declaration and

statement {rom the next,

Commas: They 51'&;1!;(:(.! to scparate items in lists such as the names in a real
variable declvation ot the ttems ina WRITE and READ statement.

Colon: This is used in several situations but i clcmcntm‘y program. The main
function is to scparate list ol items in a declaration from the corresponding data
tyne name.

Periad: This is used to terminate programs and always appear afler the last end.
Procedure and Function: Procedures and functions are two kind of subprogram
available in Pascal. They arc like subroutine which when called upon within
the Prograny they will perform the task they are desipn to do. Hence, for a
procedure or a function to be usclul in a program, they need to have been
declared m the procedure and function declaration part.

The &l

crepece between these two forms of subprogram in Pascal is that
function operates to yield a single result while a procedure can yield more than
one resalt,
Procedure: It allows more than one value to be returned into the main program
during excoution.  lon casc where no value is returned to the main program,
I/Out specific operations are per (nmcd hk(. dndll&}.mg ¢ list of numbers in a
particular order ete. The format for declaring a procedure in the procedure and

function part takes the form;

PROCEDURLE Name (112,13 Real; VAR R, R2:Intecger),

Fzd

CarToNRS




(vii)

After the name of the procedure, a bst of formal parameters are enclosed in
parenthesis. This list consists of two partstone sublist is 1y, I°... and the other
15 Ry, Ro.
The parameters Iy, . 1. in the first sub list are called value parameters and the
other parameters Ry, R, prefixed with VAR are called reference parameters.
The Input value (arguments) to be processed by the procedure are copied into
the value parameters. After the procedure has processes the inputs, the results
or outputs are stored in the reference parameters.
However, a procedure having being declared in the appropriate declaration part
can be used in the body of the program by tyvping the procedure name which
may be followed by parameters (both value and reference or varable
parameters).  If the procedure is not meant for any computation, it can be
called without starting any parameters along the name of the procedure.
Function: The use of function allows the introduction of programmer (users
defined function as agamst the built-in functions, which are predefined within
the compiler.
However, the format of these two forms of subprogram s the same. It
commniences with the name of subprogram followed by the parameter of this
format is given as:

FUNCTION Power (Number, Index: Integer): Integer;
Where power rcpxcs\gnfs the name of the function with which 1t will be called.
Number and index represents local variable to be operated upon within the

function.



The intecer inside the parenthesis represents local variable types while the one
outside the parenthesis represent the function type.

(viny  Arvay:

N4
P

In Pascal, a prociam is composed of a progran heading (its identification), that
is followed by a block (definition and declarations of all objects, used in the program
and statements). The piogiam heading coptains the wdentification details of the

program, The format of this 15 piven below as:

The identifier may be followed by paramcter lists in parenthesis which

represents the wput and output devices to be used by the program.

"
~

The sccond section of o Pascal is made up of the declaration and definition and

statement part. This section is further subdivided into six parts; the parts are listed in

the required order as follow:
LAGDL DEHCLARATION PART

CONSTANT DEFINITION PART
TYPE DREFINITION PART
VARIABLE DUECLARATION PART

PROCUEDURT AND FUNCTION

abel declaration: This part consists of all labels defined in the block. 1t is used with

e T TR

AT

B Y

3



GOTO statement to alter the sequence of exceution of a program. The
format of this part is as shown below.

Label Ny, N».

where Ny and N are positive integers which are used to prefix lines of
wstruction m the statement parts,

Constant definttion: This part consists the definttion of constant used in the program.
They are used to assign permanent values (o 1dentifiers. 1t could be an
integer or real. The format for constant definitions 1s given as:

CONST pi1 =3 14159206530

Type Defimtion: This part allows a programmer to defie an identifier as being the

T ‘; . .

new type assign from the predefined type such as integer, real etc.
However, once the new type has been defined, it has to be followed by
the necessary declaration m the varable declaration part. For instance
Type dayofthewecek = (mon, tue, wed, thur, {ri, sat, sun);

Variable declaration: This part consists of variables that are used in the program. The
format is given as

VAR Sellingprice: real:



CHAPTER FOUR

‘4.0 DATA PRESENTATION AND PASCAL PROGRAM
41  GAUSS JACOBI'S SOLUTION
Compute the approximate solution of the following lincar algebraic system using
Gauss Jacobi
i.c. Ing = %2t X3 =16
Xi+ 9% +3x3=8
4%y + X —2%3 =0
Using Gauss Jacobit’s method of solution,

Algorithm:

oo ogeeh

Taking X" = (0, 0, 0)

.We have
o [16+ xv - xv]
A E 3
- 163 = 5.333333
[8- xv - 3x]
X® - b -
2 5 ‘
= 84 =1 600000
Y )

P

15



SRR

oS PIREPEIN
bt [ R a1 ‘Ill\’x‘

L frerxe o xr]

3

(164 1.6- 0]

3

17y,

= 5 8600067

Y

[8 . X(lh 317(11]

\/((Z)
[8- 533333 3(0)]

= () 533333

o Iy

1

2

S - .
3" Heration

164 X - X
Va , L o o """‘ T -
Rl

16



o
[16+ 0533333 - 10.933333] 2
5.600003
- 3
= 18660067
XU] [8# /,:” B BXl‘N.
L 5
(8- 580060667 - 3 10.93333]
5
8- 5806667 ~ 32.79999
) 5
| -30.6666067]
5
~6.1331333
AXT XY
X(‘” g —[—__Mi_ A"}
4% 5866067 10.533333
_ 24.00000
~ 24.0000¢ %
= 12.000001
4™ jteration
o JOEXTXY
166133333 -12.000001] '
3 \
19860607 -12.000001)

A
)

-2.1-333%

SINEREEE!

)



L fsexaxy]
8 -1 866667 -3« 12 000001
G.133333-30.000003
5

-zo.fmcoy
5

= -597333

La

N SRR
2

s

[4%1.806667 - 6.13

2
17466068 - 6133333

2
[1.333335]

M 3333

2

o

= 0.606668

G

th L
5™ iterations

[iorxr - xv]
3
165973334 - 0.606668]
3
[16 - 6 640007]
' 3
[9.359998]

3
19999

7

2t
<7

P23
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)
X,

e

AR
1

m

8- xv-3xv]

5

.WJOJHIHMBXU@p®M

5
8- 2711115

5

{5.288885]
e P
= 1.057777

ey

q

7

» [J$817778]
. L
= -4 408889

[4%-0711111-5973334]

Summary of Results

0

533333
5866067

1 806667

RN

15973334

319999

T 1.60000

0533333

0.00000

10933333

12.000001

0.660668

1057777

19

-4.408889
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4.2  GAUSS SIEDEL’S SOLUTION
Compute the approximate solution of the following lincar algebraic system using
Gauss Siedel’s method
i.c. 3x; —x2 X3 10
X1 b 5x2 4 3%y 8
Axy Xy - 2x3 = 0

Using Gauss Siedel’s method of solution

y 5 T th - . . N P .
Algorithm: For the m™ iteration, the solution for X, is given as

) n )
h - )3 a X" - > a X"
lX"’V — 1 vorad
r N (.'”

N
v

Taking the initial solution as X" = (0, 0, 0)

st o .
IV iteration

X:n I S ﬁﬂ*_f’:_ o
3
= 5333333
o BB ax]

5

- 8-5333333-0

5
2066067

5
= 05333334
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2™ j{eration

[4% 5333333+ 05333334]

2

”

ale

= 109333327

Lo xy - x]
i o -

v 3

Vs

[164 05333334 - 10.933333]

3
56000004

0]

)

= 186660608

o (87X Xy
: 5

8- 18660068 - 3% 10933333

5
7 26.()()()()()6
) 5
= ~53333332

o XXy
' 2

[4 4 18666668 -5.3333332

v LA



3" terations

[tor X - x|

X ' = "’""—_“”“3""”“"' N

[16-53333332 - 1.07222 2]
3

_ 9.5‘%44/}48
" 3
= 31781483

[8- 31781483 - 3x 1072222}

5
8- 063948113

5
1.0 6051887

1
<
]

~J
-
'
Qi
-J
Do

AX“] . f\ll
o fxe]
2
4 31781483+ 0.32103772
B '>

l 3. 03301 ()‘)2

2
= (.51080540

4™ Tteration

fro xy - \]

X(lly -- e e e
3

R G SR o = ol
g A "



[16+ 0- 651680546]
948319454
= 316106485

$o Nt
X;” . l » ,‘5 . ]

{8 312773151 31 651680546]

S
[4.67R14789

5
;29350629572

r
A
[
)
-
—

2773151-2935629572
2
19575297368

=4.7876487341

cth

i .
57 Heration

X - fro x; x)
3

[16-2935029572 - 4.787048734]
3
?27(172 1694

Y

3
= 275890723

1

24



5

Wl%‘%”ﬂ’»”

L;

= 182437000604

[8-275890723 - 32 4. 787648734

[ax e x]

LG .
>\ T /)

4% 275890723 -
2

92112582536

2

= 4.0056291208

1.8243706004

Sunmmary of Results

m : ;\"l‘”'

0| 00000000 | 0.000000
1| 5333333 | 05333334
T S e

A 3T

5 | 275890723

-53333332

2935029572

-1.87243706664 |

X

032103772 |

N '/'\'}'(Zn} T
0.600000

109335327

1.072222

T 6.51680546

© 4.787648734

4.6056291268

<
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4.3 FLOWCHART

( Start )
/ Initial values /

/}oeﬂicients of equation/
/ Display initial values /

Compute iterations

/ Display iterations rcsul/

’ End



4.4 APPLICATION OF PASCAL TO JACOBI

Program JACOBI (Input, Output);
Type
storeZ=packed arrayl[l1..3,1..4] of real;
stored= packed array[l..5,1..5] of real;
Var
Initial:store?;
S:stored;
c,k,3,1,B:Integer;

Begin .
writeln ('Enteér your initial values');
For c:= 1 to 3 do
Readln (S[1,cl);

Begin
Writeln{'Enter the coefficients your equation
line by line');
For k:= 1 to 3 do
Begin
For J:= 1 to 4 do
Readln(Initiallk,J]);

end;
end;
for c:= 1 Lo 3 do
write ('':2,S5[1,c]:9);writeln;
Begin
For k:= 1 to 7 do
Begin
Si2,2]1:=(Initial[l,4] -
(Initialll,3]1*S[{1,3])~
(Initial[1,2}*8[1,2]))/InlLlaltl 17;
503,31 :=(Initial[2,4] -
(Initialf2,31*S[1,3])~
(Initiall2,1]*S[1,11))/Initiall2,2];
S[4,4]:=(Initial(3,4] -
(Initiall3,3]*S[1,2])-
(Initiall3,21*S11,21))/Initiall3,3];
write

(":2,S[2,2J:9,“:5,8[3,3]:9,":5,S[4,4]:9);writeln;



v w

end

end

end.



APPLICATION OF PASCAL TO SIEDEL

gram Siedel (Input, Output);

Type
storeZ=packed arrayl{l..3,1..4]1 of real;
stored= packed arrayl{l..5,1..5] of real;

vVar
Initial: store2;
S: stored;
c,k,j:Integer;

gin '
writeln ('Enter your initial values');
For c:= 1 to 3 do
Readln(S[{1l,cl);

Begin
Writeln('Enter the coefficients your
Juation line by line');
For k:= 1 to 3 do
Begin
For J:= 1 to 4 do
Readln(Initiallk,J}):

end;
end;
for c:= 1 to 3 do
write ('':2,S[1,c]:9);writeln;
Begin
For k:= 1 to 5 do
Begin

S{1,1]
(Initial(1l,31*S[1,3])
(Initialll,2]1*S[1,2]))/Initialll,1];

S[2,1]:=(Initial(2,4] -
(Initial(2,31*s[1,3])-
(Initiall2,1]*S[1,1]))/Initiall2,2];

:=(Initialfl,4] -



S[B,l]:r(Initial[3,4] -

nitial(3,11*s(1,11)-
nitial[B,Z]*S[2,l]))/Initial[3,3];

write
‘:2,8[1,11:9,“:5,8[2,1]:9,":5,S[3,1]:9);writeln
S[1,2]:=S12,117
S{1,31:=S[3,1]7
end
end



CHAPTER FIVE
DISCUSSION OF RESULTS
RESULTS
The exact solutions to problems in section 4.1 and 4.2 15 (3, 2,5). Clearly

Gauss-siedel performs better iterations with approximate result than Gauss-Jacobi.

This is attributed to the successive displacement used by siedel. The Pascal program

e
p
o
o
-
[
-]
0n
~1

four a{s\o Hustrales this, 1 is also observed that the approximate

solution beeomes closcr to the exact solution with increasing number ol iterations.

4

e Jacobi and siedel methods 1s that in the latter, as
each component of X,y is computed, we use it immediately in the iteration. For this
reason, the Gauss-Siedel’s mcethod 13 sometimes called the method of successive

displacement while Gaus:

it both of these methods can fail to produce a good approximation to solution,

regardless of the number of iterations performed. In such cascs, the approximation arc

said to diverge. However, if by performing sufliciently many iterations, the solution

cann be obtained to any desired degree of accuracy, the approximations are said to

The conditions for the convergence of method of simple iterations and Sicdels
method do not coincide but mntersect.  In some cases, Siedel’s method yields more
rapid convergence.

20



(a)

F R

LI)

(c)

(c)

(f)

The following arc the conditions for casy convergence.
[f the matrix is symimetiic, then the Gauss-Siedel approximation to the solution

convergenae to the exact solution of the system for all choloes of the initial

Strietly diagonally dominant- if the absolute valuc of cach diagonal entry i1s
greater, then the sum of the absolute values of the remaining entries in the

lﬂnl > lﬁnl + f 813!’*.,...**!31"!

called sparse), iterative methods can be used to advantages because there zoros

simplify the iteration equations thereby reducing the amount of calculations.

happen that a good cstimate of the solution is known. If this used, as a

starting value i an iterative method, then there is a good chance of obtaining a

ctory approximate solution with fower computations than a direct

method than direct methods. Thus, if memory space is a problem, iterative

If the iterative methods diverge, as the rate of convergence is too slow, direct
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