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ABSTRACT 

The concept of this research work is to critically and objectively find solution to 

production mix problem in production companies, thus the choice of the research topic 

"APPLICATION OF LINEAR PROGRAMMING (SIMPLEX ALGORITHM) TO 

PRODUCTION MIX PROBLEM" . 

Applying linear programming by use of simplex Algorithm, prefers an efficient 

solution to the various production problems encountered and or envisaged in such companies. 

Within the content and context of this write up, satisfactory and comprehensive analysis were 

provided in relative to the chosen case study, thus presenting a suitable system in solving 

production mix problems in related production companies . 

vii 



1.0 CHAPTER ONE 

1.1 BRIEF mSTORY OF THE COMPANY 

The Nigeria Carton and Packaging Manufacturing Company Limited (NICAP ACO) was 

founded by Mr. Jamieson Shu and established in 1972. 

Mr. J. Shu who is the Chairman of the Company was until then the Managing Director 

of Nigeria Glass Company Limited (NIGLASCO) at No. 1 Sapara Street Ikeja. 

NICAPACO started on a small scale at Ikeja until it was moved to No. 23 Industrial 

Avenue Ilupeju. They started with the production of corrugated cartons which was not 

easy in the first few months of establishment. 

After many struggle, they succeeded in producing a large number of corrugated cartons 

for their customer daily. In 1980, when they realised that the company has improved 

and discovered that there was a lot of waste product after producing cartons, they decided 

on Utilizing the waste product in producing egg trays. They also produced tube-core. 

In 1986, the company set up another company known as MUltipak Nigeria Limited, 

operating alongside with NICAPACO at 23 Industrial Estate Illupeju. For now Multipak 

has moved to their own permanent site. 

DEFINITION 

1.2 Linear Programmming is a mathematical technique which is widely used in many fields 

or various disciplines of the world. It is a term which is very useful to economist, 

mathematicians, statisticians, and so on. Before going into analyzing linear 

programming. It is very important to know what actually the term means. 

As it is commonly known, the term linear is used to describe the relationship between 

two or more variables which are directly and precisely proportional. For example, if we 
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say X = F (y) , where F is a linear function , then any change in X results in a constant 

proportional change in Y. If this were graphed, the relationship would be expressed by 

a straight line , hence linear. 

The term programming implies finding a combination of different kinds of activities 

which fully exploit the available resources . It makes use of certain mathematical 

techniques to arrive at the best solution for utilizing the firm 's limited resources . 

When both words were brought together to become linear programming, it can then be 

defined as a mathematical techniques for determine the best allocation of a firms limited 

resources. Mathematicians may be more technical for defining linear programming by 

stating that it is a method of solving problems in which an objective function are to be 

maximized or minimized when considering certain constraints. An economists might 

define linear programming as a method of allocating limited resources in a manner that 

satisfies the laws of demand and supply for the firms products. 

In general form, a linear programmmg can be defined as an optimization method 

applicable for the solution of a problem in which the objective function and the 

constraints appears as a linear function of the decesion variables. 

1.3 JUSTIFICATION FOR THE RESEARCH 

This research is being carried out in order to know the product or goods produced by 

NICAPACO, the process undergone during the production of these goods and the 

problems encountered , so that the company could be helped to employ the best method 

of linear programming in carrying out production. 

A workable program will be developed to help NICAPACO determine the most 

profitable combination of products they manufactured and also the most efficient method 

of machine loading. Simplex algorithin guarantees finding a better solution at each step 

and an optimal solution in a finite number of steps. 
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1.4 APPROACH TO THE PROBLEM 

Before any method of linear programming can be applied to any problem, some basic 

requirements are necessary, which are as follows:-

1. There must be a well defined objective function 

- it must be defined mathematically. 

2. There must be an alternative course of action. 

3. Linear objective function and linear constraints must be expressed mathematically. 

4. The variables must be interrelated. 

5. Resources must be limited in supply. 

The five basic requirements stated above are the very first steps it takes in applying 

linear programming to product mix problem in any manufacturing company. 

There are varIOUS method of linear programming which can be employed to solve 

problem, they are graphical method, Basic feasible solution, simplex method and so on. 

Simplex algorithm is being applied in this project and it involves many steps, which will 

be treated in full detail. It involves finding a better solution at each step and an optimal 

solution in a finite number of steps. 

1.5 AREAS OF APPLICATION 

Linear programming has been successfully applied in many areas. In physical 

distribution in determining the most economic and efficient manner of locating 

manufacturing plants and distribution centers. In inventory scheduling , it allows 

arrengement of raw materials and semi-finished goods to minimize the firm's capital 

investment while maximizing efficient production flow. In military it is used In 

optimum allocation of men and materials . It is also used in oil refinery for optimum 

product mix. 

Linear programming is also useful in food processing industry for optimal shipping plan 

for the different manufacturing plants to the various warehouse. 
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In figure 2.2.1, the steps are 

(1) Obtain any basic feasible solution to start with 

(2) Check neighboring solutions to see if they are better 

(3) If there is a better neighboring solution, move to it 

(4) Repeat steps (2) and (3) until improvement is possible. 

2.3 GENERAL FORM OF LINEAR PROGRAMMING MODEL 

2.3.1 MODEL 

Models are representation of real objects or situations. The mathematical model 

represent a problem by a system of symbols and mathematical expressions or 

relationships. 

Experimenting with models requires less time and it's less expensive than experimenting 

with the real objects or situation. Model also reduces the risk associated with 

experimenting with the real situation. 

The accuracy of the conclusions and decisions based on a model are dependent upon how 

well the model represent the real situation. Under the mathematical models we have the 

deterministic and stochastic types. 

DETERMINISTIC MODEL: If all uncontrollable inputs to a model are known and 

cannot varies , the model is refered to as a deterministic model. 

STOCHASTIC MODEL: If any of the uncontrollable inputs are uncertain and subject 

to the variation, the model is refered to as a stochastic model. 

8 



2.3.2 LINEAR PROGRAMMING MODEL 

The general linear programming problem can be described as:-

Given a set of M linear inequalities or equations with N variables, we wish to find non­

negative values of these variables which will satisfy the constraints and optimize 

(maximum or minimum) some linear functions of the variables. M can be greater than , 

less than or equal to N. 

Mathematically this means :-

Optimize Zo = P I x I + P2x2 + .... ... + Pnxn 

S.T. allxl + al2x2 + ......... .. .. ...... + alnlxn (~, = , ~) bl 

a2 l x I + a22x2 + .. ... .. ..... ... ..... ..... + a2nxn (~ , = , ~) b2 

am 1 x 1 + am2x2 + ... ... + amnxn (~ , ~) bm 

xl , x2 , . ...... .......... ... .. xn ~ 0 

Where , 

Pj is the worth per unit activity j 

aij is the amount of resource i that must be allocated to each unit activity of xj 

bi is the available amount of resources i., These are constants determine form from the 

statement of the problem j are the decision variables . 

2.3.3 THE CANONICAL FORM OF LINEAR PROGRAMMING MODELS 
n 

Maximize Z 0 = 2.- ~ ~ 

J -=-1 

t f1. 

S ±a0Xj~bl 
-..J~I 

l '':: l. 2 , ~. - - . fY) 

J ::: \ 2. 3 r\ 

Xj ~ \) 
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The characteristics of the canonical form are :-

(a) All decision variables are either positive or zero 

(b) The constraints are all of less than or equal to type 

(c) The objective function is the maximization type. 

To convert any linear programming problem to the canonical form , the following five 

transformations are used. 

(1) The minimization of a function, f(x) , is mathematically equaivalent to the 

maximization of the negative expression of this function i.e. f(x) that is , 

Minimize C = PIxI + p2x2 + .......... + pnxn 

is equivalent to 

maximize Z 0 = -C = -PIXI - P2X2 -, ........ -PnXn 

Where C = - ZO 

(2) To change an inequality in one direction to an inequality in the opposite direction, 

mUltiply both side of the inequality by -1. 

i.e. aIxI + a2x2 (~ , 2) b 

ie equivalent to 

- aIxI - a2x2 (~ , 2) -b 

(3) Replace an equation by two (weak) inequality in the opposite direction. 

i.e. aIxI + a2x2 = b 

is equivalent to 

aIxI + a2x2 ~ band aIxI + a2x2 2 b 
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e.g. alxl + a2x2 ~ b } 

a I x I + a2x2 2 b } Weak Equations 

or 

alxl +a2x2 ~b and -alxl - a2x2 ~ -b 

equation 

(4) Change an inequality constraints with it 's left hand side in the absolute form into 

2 regular inequal ities 

I.e lalxl + a2x21 ~ b is equivalent to 

a I x I + a2x2 2 -b and a I x I + a2x2 ~ b 

(5) If a variable is unconstraints (unrestricted) in sign, replace it by 2 non-negative 

variables i.e if x is unrestricted in sign, it can be replaced by (x+ - x -) where 

x + 2 0 and X- 2 O. 

2.3.4 THE STANDARD FORM 

The standard form of linear programming has the following futures 

(1) All constraints are equations except non-negativity constraint which remam 

inequalities . 

(2) The right hand side element of each constraint equation is non-negative. 

(3) All decesion variables are non-negative 

(4) The objective function is of the minimization or maximization type. 

The standard form problem can be represented as follows: 

MaxZO = ~ RXJ~ 
J-=I j 

f"\ 
equation: 

s ·t · 
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2.3.5 THE STANDARD LINEAR PROGRAMMING PROBLEM IN MATRIX VECTOR 

NOTATION 

Optimize Z = CX 

S.T AX = b 

X ~ 0 

b ~ 0 

Where Al is an (mxn) matrix, X is an (n x 1) column vector, 1b is an (m x 1) column vector 

and C is an (1 x n) row vector. 

equation: i.e A (mxn) a11 a12 ........ . ..... a1n 
a21 a22 . . ............. a2n 

amI am2 ............. amn 

b(mx1) b1 
b2 

X(mx1) 

Xl 
X2 

Xn 

bn C(1xn) = (C 1 C2 .......... Cn) 

Al is referr to as the coefficient matrix, X is the decision vector, 1b is the requirement vector, 

C is the profit (cost) vector. 

2.4 CONCEPT OF SLACK AND SURPLUS VARIABLES 

2.4.1 SLACK VARIABLE 

Any inequality constraint can be changed to equation by augmenting (Adding or 

Subtracting) the left hand side of such a constraint by a non-negative variable. This new 

variable is called a slack variable which is added if the inequality is of the less than or 

equal to type. 
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i.e alxl +a2 x2 s b (b ~ 0) 

alxl + a2 x2 + S = b where S ~ 0 

2.4.2 SURPLUS VARIABLES. 

In linear programming terminology , any excess quantity corresponding to a greater than 

or equal to constraint is refereed to as the surplus associated with the constraint. 

e.g al x 1 + a2 x 2 ~ b 

al x 1 + a2 x 2 - s = b where s ~ 0 

2.5 GRAPIDCAL SOLUTION 

Graphical method is a geometrical representation of linear programming problem. This 

method can be easily applied in cases involving two constraints and several variables. 

However , in real life problems , variables are normally more than two, but for greater 

insight of what happens in practical life this method is considered. 

Example: 

A company produces two items (I & II) by machining , assembling and painting . The 

different times require for each product, the processing time availables for each stage of 

the production and the profit on each items are given below. 

STAGE PROCESSING TIME 

(min.) 

I 

Machining 10 5 

Assembling 4 10 

Painting 1 15 

Profit N50 NI00 

13 

MAX. TIME A V AILABLE PER WEEK 

(min.) 

II 

2500 

2000 

450 



In solving this problem , construction is made of the set of points (Xl , X2) which represents a 

feasible solution of the problem . 

This set of points must satisfy all the constraints 

Graph 

lOx 1 + S x 2 ~ 2S00 

4 x 1 + 10 x 2 ~ 2000 

x 1 + I.S x 2 ~ 4S0 

Which requires that all points be either on or below the line , 

lOx 1 + S x 2 = 2S00 

4 x I + lOx 2 = 2000 

x 1 + I.S x 2 = 4S0 

The constraints 

x 1, x 2 ~ O. 
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From the above figure , the shaded area is called the feasible region, points b,g ,c and h 

are called extreme points of the constraint set and are the feasible to the problem. 

To find the optical value 

Vertex of feasible item I item IT Objective function 

Region 50 x 1 + 100 x 2 

C 0 200 20,000 

G 187.5 125.0 21 ,875 

B 250 0 12,500 

H 0 0 0 

After subsituting the value of the set of points in the objective function , it is seen that point G 

with (187.5 , 125.0) corresponds to the given optimal feasible solution: that is 

The optimal value P = 21,875 = 

The geographical interpretation of this is that the company should produce 187.5 or 188 worth 

of item 1 per week and 125 worth item II per week with a resulting income of =21 ,875 = per 

week. 
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3.2 COMPUTATIONAL DETAILED OF SIMPLEX ALGORITHM 

equation 

Max. P = 

S.T 

50Xl + 100X2 

lOXl + 5X2 ~ 2500 (dept 1) 

4Xl + 5X2 ~ 2000 (dept 2) 

Xl + 1.5X2 ~ 450 (dept 3) 

Xl + X2 ~ 0 

In order to use the simplex method, it is necessary first to convert the three inequalities 

into equations for the departments. 

This can be performed by adding slack variable for each department, that is , add to each 

inequality a variable that will take up the slack or time not used in a department. The 

following slack variables (in minutes) will be used. S 1, S2 and S3 represent unused time 

in dept. 1,2 and 3 respectively. 

It should be noted that the for gorng slack variables are positive, caused by the 

department constraint being equal to or less than (~). It would be negative if the 

constraint were equal to or greater than (~) 

The slack variable S 1, is equal to the total amount of time available in department 1 or 

2500 minutes , minus any minutes used in processing product I and II. The same type 

of reasoning is applicable to S2 and S3. The original inequalities for the three 

departments now can be expressed by writing equation for the slack variables as follows: 

Sl = 2500 - 10 x 1 - 5 x 2 

S2 = 2000 - 4 x 1 - lOx 2 

S3 = 450 x 1 - 1.5 x 2 

18 



However , to state the objective function and these three equations in acceptable form we 

have: 

Max. Z 

S.T 2500 min. 

2000 min 

450 min. 

= 50 x 1 + 100 x 2 + OS 1 + OS2 + OS3 

= lOx 1 + 5 x 2 + S 1 + OS2 + OS3 

= 4X1 + lOX2 + OS 1 + S2 + OS3 

= x 1 + 1.5 x 2 + OSl + OS2 + S3 

Addition to converting the inequalties into equations by adding slack variables , the 

simplex method requires that any unknown which appears in one equation must appear 

in all equations , the unknown that do not affect an equation are written with zero 

coefficient. 

To simplify the handling of the equations , they can be placed in a tabular form as shown 

below: 

TABLEAU 1 

Basis Cj 50 100 0 0 0 

Sl 0 10 5 1 0 0 2500 

S2 0 4 10 0 1 0 2000 

S3 0 1 1.5 0 0 1 450 

Zj 0 0 0 0 0 

cJ - zJ 50 100 0 0 0 

Zj is the contribution lost per unit. 

Cj - Zj is the net contribution per unit. 
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3.3 DEFINATION OF THE VARIABLES IN THE TABLEAU 1. 

Starting with the left- hand column in "tableau 1", the BASIS contains the variables in 

the solution which are used to determine total contribution. In the initial solution, no 

product are being made. The values for S 1, S2 and S3 must contain all of the unused 

time in the problem, which is found in the last column of the table. The starting solution 

will be zero contribution since no units of product I & II are beingproduced i.e (0 x 

2500 + 0 x 2000 + 0 x 450) in the zj row. 

The second column, the "cj" column contains the contribution per unit for slack variables 

S 1, S2 and S3. The zero indicates that the profits are not made on unused time in a 

department, but on time used. 

The body matrix consists of the coefficient for the real product variables. The identity 

matrix in the first simplex tableau represents the coefficient of the slack variables that 

have been added to the original inequalities to make the equations. As stated previously 

any unknown that occurs in one equation must appear in all equations but with zero 

coefficient so as not to affect the equation. 

Referring to the element in the S 1 column. First row, the 1 indicates that in order to 

make 1 minute of S 1 available, it would be necessary to give up one of the 2500 minutes 

in the initial solution, the zero in the S2 column first row indicates that making one 

minute of S2 available for other purposes has no effect on Sl (slack time of dept 1). The 

logic used for S2 is also applicable to the S3 column first row. The same type of 

rationale is applicable to the next two rows S2 and S3. 

In the last column, since no units of I & II are being manufactured, the first solution is 

Xl = 0, X2, = 0, Sl = 2500, 

S2 = 2000, S3 = 450. 
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The last two rows of the first simplex tableau are used to determine whether or not the 

solution can be improved upon. 

The zj row values under the solution indicate an initial solution of zero contribution for 

the firm , the other five of 0 are the amount by which contribution would be reduced. 

Another way of defining zj row for the five variables is the contribution lost per unit. 

For example: 

If we desire to make one unit of product I, the coefficient (10 , 4, 1-) in the body matrix 

tells us , we must give up 10 minutes of SI (dept. 1) unused time and one minute of S3 

(dept. 3) unused time. 

Since slack time is worth 0 per minute , there can be no reduction in contribution, the 

calculation for how much contribution is lost by adding one unit of product I to 

production is: No. of minutes of S 1 given up = 2, multiplied by contribution per unit 

S 1 = 2 x 0 = O. The same is applicable to S2 and S3 and everything summed up. 

3.4 STEPS INVOLVED IN CONSTRUCTING TABLEAU IT 

There are four steps involved in simplex method. 

Step 1- Selecting of the column with the highest positive value. 

This is done in the cj - zj row reveals that the largest positive value is 100. 

A positive value indicate that a greater contribution can be made by the firm while a 

negative value indicates the amount by which contribution would decrease if one unit of 

the varaible for that column were brought into the solution. The largest positive amount 

or number in the last row is selected as the optimal column since we want to maximize 

total contribution. 

When no more positive values remain in the cj - zj row and values are zero or minus in 

a maximization problem, total contribution is in it's greatest value. 
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3.7 SPECIAL CASES OF SIMPLEX ALGORITHM 

There are some special cases of simplex algorithmic method, amongst are:-

(I) JNFEASrBlLlTY 

(II) UNBOUNDEDNESS 

(l1f) DEGENERACY 

(IV) ALTERNATIVE OPTIMA . 

3.7.1 INFEASIBLE SOLUTION 

A linear programming problem in infeasible if there is no solution which certifies all the 

constraints and non-negativity condition simultaneously. 

Infeasibility is recognised when the stopping rule indicates an optimal solution and one 

or more of the artificial variables remain in the solution at a positive level (value). 

The following example illustrate the case of an infeasible solution space. Example: 

MAXIMIZE Z = 

S.T. 

graph here / 
Xl 

'I . "-

3xl+2x2 

2 x I + X2.s 8 

4 x I + 3 x 2 ~ 12 

XI , X2, 2 0 

pSQ. ud O 
'I ,\ , 

< ~ 
C) P 1:, m o, s I 

! 

~, ,,\\.1'1) 1'"' 'I 

?-
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3.7.2 UNBOUNDED SOLUTION 

Basic 

P2 

P3 

For maximisation problems we say that a linear program is unbounded if the solution 

may be made infinitely large without violating any constraints. 

Unboundedness is recognised when all the aij ::::;; 0 in column j, and the simplex method 

indicates that variable Xj is to be introduced into the solution. 

Unboundedness in a model can point to only one thing, the model is poorly constructed. 

The most likely irregularities in such models are: 

(1) One or more non redundant constraints are not accounted for. The parameters 

(constants) of some sontraints are not estimated correctly. 

To show unboundedness, we consider the following example. 

Example:-

Maximize 

S.T. 

(unbounded objective value) 

Z = 2 x 1 + x2 

Xl - X2 ::::;; 10 

2 x 1 ::::;;40 

Xl, X2, ~O 

INITIAL TABLEAU 

Xl 

1 

2 

-2 

X2 

-1 

o 
-1 

V 

1 

o 
o 

25 

U 

o 
o 
o 

SOLUTION 

10 

40 

o 



We can notice that all the constraints coefficient under X2 are negative or zero, meaning 

that X2 can be increased indefinitely without violating any of the constraints. 

Since each unit increase in X2 will increase z by 1, an infinite increase in X2 will also 

result in an infinite in z. Thus we conclude without further computation that the problem 

has no unbounded solution . 

GRAPH 
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The general rule for recognizing unboundedness is as follows: 

If at any iteration the constraint coefficients of a non-basic variable are non-positive, then the 

solution space is unbounded in that direction. In addition, if the objective coefficient of that 

variable is negative in the case of maximization or positive in case of minimization, then the 

objective value also is unbounded. 

3.7.3 DEGENERACY 

A linear programming problem is said to be degenerated if one or more of the basic 

variables has a value of O. The instance of degeneracy is recognised when there is a tie 

in the minimum ratio column. 

In the application of the feasibility condition, tie for the minimum ratio may be broken 

arbitrarily for the purpose of determining leaving variable. When this happens , however , 

one or more of the basic variables will necessarily equal to zero in the next iteration. In 

this case we say that the new solution is degenerate. 

From the practical stand point, the condition reveals that the model has at least one 

redundant constraint. To be able to provide more insight into the practical and theoretical 

impacts of degeneracy , I consider two numeric examples. The graphical illustration 

gives a better understanding of this special situation. 

Example 

Maximize p= 

S. T. 

(Degenerate Optimal Solution) 

3xl+9x2 

Xl +4x2s 8 

Xl +2x2s 4 

Xl , X2, ~ 0 

Using U and V as slack variables , we list the simplex iteration for the solution. In the 
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The practical implication of degeneracy is seen in the graphical solution below. Three 

lines passes through optimum (X I = 0, X2 = 2). 

Since this is a two dimensional problem, the point is said to be overdetermined, since 

we only need two line to identify it. For this reason, we conclude that one of the 

constraints is redundant. 

From the theorical point of view , degeneracy also deals with the phenomenon of cycling. 

GRAPH HERE 
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/ 
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3.7.4 ALTERNATIVE OPTIMA 

A linear programmlllg problem with two or more optimal solution IS said to have 

alternative optima. 

Alternative optima solution is recognised when in the final simplex tableau cj - zj = 0 

for one or more variables not in the solution (non-basic-variables). 

The next example shows that there is an infinity of such solutions. The example also 

show the practical significance of encountering alternative optima. 

Example 

Maximize P = 2 X 1 + 4 X 2 

S.T. 

5 

GRAPH 

Xl + 2 X 2 s 5 

Xl + X2 s 4 

Xl, X2 ~ 0 

"'­'-.......... " 
,,- /-- .. --

! '-r 
, ' 

I 1 It·, 
~-'--4--LIL-I-__ -t--1 -I i -i. _ 1-: __ '-, _____ -'-~ .- _ 

, 2 ~ 5 . -- - . "---

The graph above shows how alternative optima can arise in LP when the objective function is 

parallel to a binding constraint. Any point on the line segment AB represent an alternative 

optimum with same objective value Z = 10 
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:: 

Basis Xl X2 U v SOLUTION 

P3 1 2 1 o 5 

P4 1 1 o o 4 

-2 -4 o o o 

STARTING ITERATIONS 

1 P2 1/2 1 1/2 0 5/2 

(OPTIMUM ) P4 1/2 0 -1f2 1 3/2 

0 0 2 0 10 

2 

(ALTERNA TIVE 

OPTIMUM) PI 1 0 -1 2 3 

P2 0 1 1 -1 1 

0 0 2 0 10 

We know how alternative options exist from the table because, the coefficient of (non­

basic) Xl in zero indicating that Xl can enter the basis solution without changing the value of 

but causing a change in the value of the variables. Iteration 2 does just that, letting Xl enter 

the basic solution which will force X4 to leave. This result in the new solution st (Xl = 3 , X2 

= 1 and = 10. 

In practice, knowledge of alternative optima is useful because it gives management the 

opportunity to choose the solution that best suits their situation without experiencing any 

deterioration in the objective value. 

If the example represents a product mix solution, It may be advantageous from the stand 

point of sales competition to produce two product rather than one. In this case the solution at 

B would be recommended. 
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4.0 

4.1 

CHAPTER FOUR 

ANALYSIS OF COMPUTATIONAL RESULT CASE STUDY ON 

NICAPACO 

Production Mix is simply analysed as the combination and or mixture of various 

materials in the production of goods, or set of goods in a production company. 

Further to, production mIX involves an all embracing utilization through accurate 

combination of required resources, within an efficient frame work towards producing the 

best product(s). 

NICAPACO is a manufacturing company that produces egg trays, cartons and tube cores. 

They have so many resources which have been grouped into three departments. 

There is the slitting machine time in the cutting department, this machine is used for 

cutting the paper rolls into different sizes, the long machine time in the gluing 

department, this machine is used for gluing the paper rolls together as thick as the 

customers want it and other machine time in the finishing department like the stitching, 

moulding , printing and creasing machine. In this department all the finishing touches 

to the produce are made. 

In NICAPACO, the total labour hours per day scheduled for slitting machine department 

is 1000 hours. While 1400 hours and 2500 hours respectively were scheduled on long 

machine dept and other machine in the finishing department. 

Each eggs tray produced requires two hours of cutting time, three hours of gluing time 

and two hours of finishing time. So also each cartons produced requires four hours of 

cutting time, two hours of gluing time and two hours of finishing time. And out putting 

each tube core requires two hours of cutting time, two hours of gluing time and one hour 

of finishing time. 

32 



The accounting department analysing the cost and sales figure state that each pack of egg 

tray produced yeild eighteen naira contribution to profit while each cartons yields twelve 

naira contribution and each tube core yields fifteen naira contribution to profit. 

4.2 DEVELOPING A RELATIONSHIP TO DESCRIBE THIS RESTRICTIONS. 

EGG TRAY CARTONS TUBE 

Slitting machine 2 

Long machine 3 

Other machine 2 

Let Xl represent egg tray 

Let X2 represent Carton 

Let X3 represent Tube core 

Slitting machine 

Long machine 

Other machine 

CORES 

4 2 

2 2 

2 1 

2Xl + 2X2 + 4X3 s 1000 

3Xl + 2X2 + 2X3 s 1400 

2Xl + 2X2 + X3 s 2500 

Xl, X2, X3 ~ o. 

4.3 CREATING OBJECTIVE FUNCTION FOR THE PROBLEM 

MAX. HRS 

OF WORK 

PER DAY 

1000 

1400 

2500 

From the result of the cost and sales analysis figure the following function were got. 

Max. P = N18Xl + N12X2 + N15X3 

S. T 2Xl + 2X2 + 4X3 s 1000 

3Xl + 2X2 + 2X3 s 1400 

2Xl + 2X2 + X3 s 72500 

Xl, X2 , X3 ~o. 
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4.4 SOLVING THE PROBLEM USING THE SIMPLEX ALGORITHM METHOD 

Before the system can be solved, he inequalities has to be changed to equation by adding 

slack variables. 

Let S 1 represent the unused time in cutting dept. 

equation 

TABLEAU 1 

BASIS CJ 

Sl 0 

S2 0 

S3 0 

ZJ 

CJ-ZJ 

S2 represent the unused time in gluing dept. 

S3 represent the unused time in finishing dept. 

Max P N18X1 + N12X2 + N15X3 

S.T 2X1 +4X2 + 2X3 + Sl + OS2 + OS3 = 1000 

3X1 +2X2 + 2X3 + OSl + S2 + OS3 = 14000 

2X1 +2X2 + X3 + OSl + OS2 + S3 = 25000 

Xl X2 X3 Sl S2 S3 

18 12 15 0 0 0 

2 4 2 1 0 0 

3 2 2 0 1 0 

2 2 1 0 0 1 

0 0 0 0 0 0 

18 12 15 0 0 0 
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n 

1000 

1400 

2500 



.. 

ITERATION 1 (TABLEAU II) 

Xl X2 

BASIS CJ 18 1 2 

SI 18 1 8 /3 

Xl 18 1 2 /3 

S3 0 0 2 /3 

ZJ 18 1 2 

CJ-ZJ 0 0 

ITERATION II (TABLEAU III) 

Xl X2 

BASIS CJ 18 1 2 

X3 15 0 1 2 

Xl 18 1 -22/3 

S2 0 0 -10/3 

ZJ 18 4 8 

CJ-ZJ 0 -36 

4.5 LIMITATION OF S IMPLEX 

PROGRAMMING. 

X3 SI 

15 o 
2/3 1 

2/3 o 
1/3 o 
12 o 
3 o 

X3 SI 

15 0 

1 3/2 

0 -1 

0 - lh 

15 4.5 

0 -4.5 

ALGORITHM 

S2 S3 

o o 
-2/3 o 
1/3 o 
-2/3 1 

6 o 
-6 o 

S2 S3 

0 0 

-1 0 

1 0 

-1/3 1 

3 0 

-3 0 

METHOD OF 

SOLU 

TION 

66.6 

466.7 

1566.6 

8400.6 

99.9 

400.1 

1500 

8700.3 

LINEAR 

There are some cautions 

Linear programming is no 

overnight due to internal 

current. The more rigidl 

reliable the solution will b 

or difficulties associated with every mathematical method. 

exception. The objective function and constraints can change 

or external factors. There is the necessity of keeping data 

y the data adheres to the reality of the situations the more 

e. 
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In using this method of linaer programming (simplex algorithm) it is very necessary to 

be sure that there is a practical application for it and even though the problem is corretly 

stated and formulated mathematically, there may be some limiting factors from practical 

point of view. For example if not enough time has been allottted to the proper collecting 

of data, garbage in garbage out will result. 

Another example is if the computed program available connot handle all the constraints. 

Constraints will have to be dropped which could render the output basically un usable. 

Where the objective function and constraints are non-liner , extreme caution must be taken 

when applying linear programming. 

The mis application of linear programming under non linear conditions usually results 

in an incorrect solution. 

4.6 GENERAL ANALYSIS OF RESULT 

The tableau III above leads us to the subject of shadow prices because of the negative 

values present in the Cj - Zj row. 

The subject of shadow prices makes it known to us exactly how much a firm is willing 

to pay to make additional resources available. 

It shows if one more hour of machine time is worth some amount of money , also if it 

is worth while to pay workers an overtime rate to stay one extra hour each night in order 

to increase production output. All the above information about the worth of additional 

resources is valuable management information. 

The "Zj" column contains the contribution per unit for slack variables S 1, S2 , and S3. 

The zero indicates that the contribution per unit is zero. The rationale is that profit are 
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not made on unused time in a department but on time used. The Zj values for the three 

slack variables are 4.5 , 3 and 0 respectively. Thus the shadow price for cutting 

department is N4.5 gluing department N3 and finishing department is NO. If the 

management has an opportunity to schedule overtime, it is clear that scheduling that time 

in the cutting department will make the highest contribution to profit of N4.5 per minute. 
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5.0 CHAPTER FIVE 

5.1 CONCLUSIONS. 

Linear programming (LP) is the most powerful method of constrained optimization 

available. Its power is staggering when compared with other approaches. 

Linear programs entirely deal with problems involving tens of thousands of variables and 

thousand of constraints. These kinds of problems are virtually intractable by other 

method of analysis. The traditional methods of constrained optimisation for example, 

require the solution of systems of partial differential equations notoriously time -

consumming and difficult even for small problems. 

Linear programming is also particularly attractive for design because it automatically 

provides extensive information on the sensitivity of the optimal design to different 

formulations of the problem. This feature is most important, because of our inherent 

uncertainty about the precise parameters of any situation. 

Linear programming is so powerful because it exploits the computers ability to execute 

simple calculations, such as additions and multiplications, very quickly. 

By representing a design problem by a system of linear equations it implies an 

optimisation procedure that consists of a long series of solutions to these linear equations. 

This task is both simple - minded and tedious - an ideal combination for digital 

computer. 

As with all mathematical programming techniques, linear programming works because 

it assumes that certain assumptions can be made about a problem. These assumptions 

establish a mathematical structure for the problem which can be solved by a particular 

process. Linear programming assumes that the problem can legitimately be described 
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or approximated by linear, additive and continous function. Linear programming as any 

other mathematical programming technique, is thus limited to specific classes of 

problems , those that meet its asumptions. 

The standard form of linear program consists of two parts ,an objective function and 

constraints. The objective function is an equation that defines the quantity to be 

optimised. For linear programming this quantity must be a one dimensional scalar 

quantity. 

The variables in the objective function, the Xi are known as decision variables because 

we seek to make decisions about them so as to optimise the objective. This name is 

useful because it focuses attention on the idea that the arguments of the object functions 

are the decisions we have. This is most helpful when we try to formulate a real 

problem. 

5.2 RECOMMENDATION: 

'. Within the analysis put across in this project work, it could be seen that a lot of factor(s) 

. are inextricably internativined to give rise to a successful department in the company and the 

labour force. 

:. 

1 

It could therefore be observed from the analysis that in the third department which is the 

the finishing department, there were unused time, which means the time allocted to this 

department is too much. 

If will therefore be more of interest and payoff if the management of this company could 

reduce the time allocated to this department and recruit more workers in order to meet the 

production level inthis department. 

However, the optimal value P=N8700. This means it is advisable for the company to 

cut 400 worth of cartons in a day and finish at least 100 cartons in the finishing department with 

a resulting income of N 8700 per day 
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1000 CLS : CULOR 2, 0, .3 
1010 pr~H.n : PfHN-1 ,it LINEi-\r~ PROGRAtrllilING LP '_": PRINT 
"the linear programming pr-- obl e m looks. .lil-<e t.hi s " 
H'20 PRINT "a11X1 + a12X2 -I aL~;X3 +- ••••••••• + a1nXn 
11i)31Z1 PHINT "a21X1 + a22X 2 +- a2 3 X.3 + . • ••••••• -1- a2nXn 
1040 PHINT "i=<.31 X1 + a32X2 -I a~~ 3_:< ~· ... ......... + a~~nXn 

} 

> 
- bi " 
-- be"? " 
-- b3" 

111150 PRINT " ••••••••••••••••••••••••••••..•••••••••••••••• 
10&0 PRINT " •••••••••••••••••••••••••••.•••••••••••••••••• " 
1070 PRINT "am1X1 + am2X 2 + am 2X 3 -1- ••••••••• +- amnXn <== bm" 
11£'80 PRINT "to maximize Z =: c1 Xl + c2X2 + c3X3 + •••• + cnXn" 

p 

1090 LOCATE 2 2, 35: COLUI~ Ill, 7 : PFHNT "pr- ess. any key t.o continue ••••••••••• 
1100 m< $ = INPUT $ ( 1 ): m·a c",", "s 1 e e p 0" 
1101 COLOR 2, ~, .3 
1110 CLS : PRINT: PfHNT : PF<H-lf PH UJl " t: h e d cl t. ash 0 III d bee n t ere din t h i 
er" 
112(() PfUNT " all,a1 2 ,a1 2., • • ••••••••••••••••••• aln" 
1130 PRINT" 1321-,1322 ,2123 , •••••••••••••••••••• , a2n" 
1140 PRINT" a31,a:32,a33, •••••••••.•••••••••• ,a3n" 
11 50 P R I NT " ...................................." 
11&0 PRINT" aml,am 2 ,am3, •••••••••••••••••••• ,amn" 
11"70 PRINT " c1, c2, c3, •.........•...•...••...• , en" 
1180 PRINT" b1,b2,b3 , ••••• •• ••••••••••••••••• ,bm" 
1190 PRINT "**~-NOlE THAT ' } = ' D;:H(~ S HOULD Bt:: GIVEN FIRST FOLLOWED" 
1200 PRI NT "**"* ********ilY =~ DATH t4bID T HE.:.N ' ( = ' D;:4TA******-K-*****" 
1210 LOCATE 2.::: , .35: COLO~~ Ill, 7 : P RINr "pr--es s any key to continue •••••••• • •• 

l1220 RK i> = INPUT ... ( 1 ): mu> ::- " Eo 1 e e pili" 
11230 COLOR 2, 0, 3: CLS 
11240 ZZ = 1 
11250 REM if zz = +1 inter--mediate output is pr--inted, but not if zz =-1 
11251 INPUT "file name"; f r--sl> 
11252 CLS : LOCATE 25, &0: CULUF~ 0, 7 : I-'H I NT "F I LE "; frs -p 
112&0 REM read no. of type s ~f con s traint s and no. of variables 
112&1 COLOR 2, 0, :3 
11270 LOCATE 1, 1: INPUT "name of far--mer--/far--m/bllssiness/user"; 
11281£' INPUT "number of gt~ eat.er~ than (i.e ) =) constraint.s"; Ge 
11290 INPUT "number of equal to (i.e ==) COllstr--aints"; EC 
l1300 INPUT "number' of les s t.han (i.e ( =: ) constr--aints"; LC 
1310 INPUT "number of ent.er~ p -r-- iE- e s t.o be analysed"; N 
1320 CLS 
1330 Mt'1 = GC -I- EC: 1'1 == 1,1N +- U ":: : 1'11 < == Ge + LC: N 1 = pH, + N 
1340 K = ~: L = 0: SS = 0 
1350 P = N1 + MM: Nl = N -I - 1: M2 = N + 2 : N0 = I'll 

NF$ 

I -

I ' 
I , 
1 
1 

13&1£' DIM A(/"tI2 , P), B(N0, 1">11), BS (NIli), \,H 1"1 2 > , NB(P>, SL(P), 
, W (N, M1), I<X (N, P1), RB (NILI, 0), SB (N, M) 

C ( P), CC $ (N0), ( 

1370 FOR I = 1 TO N 
1380 
139il'l 
14(()0 
1411£' 
142(i) 

PRINT "name of ent. et-- p)--- .i s e n o . " . , I . INPUT " " . CAi> ( I ) : CC$(I) = CA10I , , 
NEXT I 
CLS 
FOR I 
PRHn 

430 NEXT I 
1441Z1 CLS 

--- .l TU 1"1 
"name of con s t )"--21 i nt ;' va r -i abl e input no. " . I • INPUT , , 

of constraints and object.ives 450 REM read coeffs. 
l4&0 FOR I == 1 TO Ml: IF I == Nl THEN RR$ == "c" ELSE RR-t; = "a" 
1470 FOR J = 1 TO N 
l48121 IF I = Ml THEN PRINT "vallIe of 
tal ue of "; RR '~; I; J; 
1490 IF I = M1 THEN A(I, 
500 NEXT J 

---_C;10\ rl ~ 

INPUT " "; 
J ) = - H ( 1, 

"; RR$; ~T; 

A(I, ~T): l-J(J, 
J) 

INPUT" "; 
I) = A(I, 

A (I, 
J) 

" " . CC$ , 

J) ELSE PI 



11520 NE >: i 1 
11530 REI'l set. t.I~ s lEiC'l: s , i'\ ·r"· t. l f ic..iEils , lEibel bEisis & Y'eEid values into col u mn 

11541£1 IF I3C =- III TI-IEN GDl (J t l ;.:.<' ~Vl ELE,E 
11550 FOR I =:: i T U GC 
.L15blll A(I, I ·J -4- 1) =:: ,- ,1: ~HI, Nl +- 1) =:: 1: B<t'k:: , I) =- --.1 
11 57121 .B ( I, I I = 1: .4 (i~I.:: , 111 +- 1} -: 1: l:\S ( 1 ) :::: IH I- I 
11580 ~'RHn "v ahlE.' of 0"; 1 ; : I Nf ·'UI " "; i-~(J , lLi): 1:\\1, Iln = ~(l, (21): NEXl I 

11590 IF EC = 0 THEN GO TO 1 1640 ELSE 
11600 FOR I =- GC ... 1 TU 1'11'01 
116 1 121 A ( I, N J +- I) =:: 1: B ( I , 1) :: 1: n ( 1' 1;.:.:: , N 1 +- I) := 1 
I1b20 BS(l) ~. Nl ... I: B (J'r1<.:: , [) ..-.• -· 1: PF!H,jl "value of boo; I; 
11 631-' £3 ( I. iii I :.: r l ( I, iii): 1'11.:.;\ I' .£ 

11640 IF LL -; 1(.) TIIEI.J GUIU j.i L,HI<) CLSE:. 
116 ::"1£1 FUI< I I'-li -I +- 1 ru i', 1 

INPUT " "; A ( 1 

11661l) A (J. . 1-1 ,. I -- lL.! := J : 1-1 ;.1 , 1) :" i: 1..1 ::. \ I) N +- 1 -- E C: P R I NT " va lu e 0 f 

I · . , . 
INPUT " "; 14 ( I , 0): B ( I, Ill) ::::- A ( I, "-' ) 

1 l(,71l') NEX r I 
11b8fl1 B(J'r11, J'r11) =:: 1: BiJ'r12 , t-l1) :.= 1 

1169ill CLS 
11b91 PRINT " LINEAR PFWGRi4J'rH-llNG BY LV:l6 ": PRINT 
1171210 IF 1~1J'r1 " III THEN PRINf "I HE:.fH:: IS NO PH~mE 1": GOTO 117b0 ELSE 
11710 REJ'r1 set. up Eirtif1cJ ~1 function value foy' phase 1 
11720 L =:: 1 : I'.Jli) = P: Rt:::J'r1 1'1 ILl i s no . of eols o f interest 

11730 FOR I ~ 1 10 MJ'r1 
11740 B(M2 , 1M = B(J'r12 , 0) BI.1, Il') 

11750 NEXT I 
117b0 ML = Ml +- L: REJ'r1 ml m+- 2 Fo r phEise 1; m+-l for phase 2 

11 TNI PRINT 
11780 IF ZZ >= 0 THEN PRItH "INITIAL TABLEAU": GOSUB 1300121 ELSE 
11790 REM lEibel non - basic vEiriabl es ; nb(j)=0 if j is non-basic 
1181210 FOR I = 1 T O J'r1: NBiBS ,I» = 1: NE X'I- I 
11810 lERU = 1E-08: NIL ~ 9. 999q99E-22 
li820 REt·l tind s malle s t c(,j) ; co eff. in o bject. i'le fLlnction. 
11830 J'r1IN = - ZERU: S = 0 : ~V .: 0 : ML = Ml I- L 
11~40 FOR J ~ 1 10 NQI: CCJ.! = 0 
1185121 IF NB (J ) = 1 THEN GU 'IO 11 9 10 ELSE 
118b0 REM cEi l culEite the cj' . 
11870 FUR I == 1 TO J'r1: C(J) = LLl) +- BO'lL, J) * A(I, J): NEXT I 

118a0 C(J~ = C(J) +- A(ML, JI 
1189121 IF C(J) }= MIN l HEN GU10 l1Y10 ELSE 
1191210 J'r1IN = C(J) : S =- J 
11910 NEXT J 
1192121 REM i 1- s i s st.ill 0 Eil 1 l.oeffs. Ei 'r'e positive. this is the minimLlII 

11930 I F S = 0 THEN 1229 121 ELSE 
11940 REI'>1 find the y·ow Df 'lei)"". t.<) leave basi:, fron minimLlm of bi/a' (is) 

11950 MIN = lE+2121: R =:: 121 
119b0 REM CEilCLllate t.he a' (i s) and sto"...·e them in column v . 
1 1 -~ 7121 FOR I 1 T 0 i~l.L: \.1 ( I) - tZl 
11980 FOR K -- 1 -ro J'r11: I,I,!) = \.1(1) + B(I, 10 * A(K, S): NEXT K: NEXT I 

11990 V( ML) - C ( 8) 
12000 FOR I ~ 1 TO M 
121l1l1l1 IF V(1) (= ZERO 1Hl~j\j GOrU 1 2 1 2 tZi E:. U_,l:: 

1202121 ~< == 0 
1203121 R f = B ( I, K ) / 1,.1 ( I ) 

1212140 OF == RT - MIN 
12050 I F DF } = 0 THEN GOTU 12 0 8 121 ELSE 
120bfZl R = I: t"lIN = B,1, 0) ./ 1;( 1) 

1212170 GOTL) 1 2 120 



121l)B0 1 f ' Uf 

120':)0 K ,= 1-". 

<) iii THLI··j bU I U 1 2 1 ,,_ 11.) I::LSI::: 
I- .l 

1210Cl' MIN =::: B i I { , 10 / \,! \ H I 
12110 1301 U t . .:. , tll. ~.IL\ 

121 2 0 NL):-' 
1 21;:-~tl' I ~ Ljij 1 ; "( . 1 S 5t i .l'[ VI !_. cd ut. l OT, 1 S' 1I1,L,oUI,ded. 
12141i1 I F f< :- Iii I HI::: N (3U ru l .::: ... ~ 611.:t EL:.ctE 
12150 IF ZL ):= Ib THLN GUSUJ.\ 131 ~.") f:: LbE 
1.:~ 16v.l RL::r.1 update inve r-sl? an d si mr_.leH rnult.ip.lier"· s , 
12170 PV ~ 1,' (f{) 

12180 FllR J == 0 TO 1'11: l.iif<, ~T) " B(R, .J) ./ Pl.!: NEXT J 
121'.,0 FUH 1 = 1 TO I' lL 
1220Cl' IF 1 ... R 1 HEN GU'lL! 1 2 ,:::':: 1<.' L.L b E: 
122H) FOI < J ., III ru i·>I.l: B ( I, J> .,. 8 (I, .J) .- I,! (I) "* B (R, J): NEXT J 
12220 NE ::n J. 

12230 HEI,j ',- e set & ·,.-elr.?lbeJ L • .,. s ic 8, nctJ, ·- L,c. s ic va '''-' iab1es 
12241l.l NB ( BS ( Ii)} = Ill: f'.IB (S 1 =' '[: I3 ~J ( I ~) ,"'- ~, : I·.J( "~ N I + 1 
12250 GOTO 1iB30 
1226,,) Pf<Il.rf "(H~HIABLE "; b; " J3 UI·jBUUNDE-:.D " : r··fHNT 
12270 GOGUB 131 5 0: srop 
1228121 GO'ru 121b0 
1229 "-' IF L '" ILl 1 HE N GO ru .l ... -::.3'3 ,z1 I::: L S[~ 

12300 RE:f'!1 if in ph.:.!::. e 2 this i ~. mjn • . if ln phase 1801'0 phase 2 

123 10 REI'1 clil?cl< that vi thiS beell made :;:f?"r-U 
12~20 If · HB::id3<1'1L , 0 » }== jL--v.'LI -rIlE I'oj GLn O 123bIL1 ELSE 
1Z~330 pnnlf "PHnSE .I l b U. h . " 
1234r,., L = 0: NIlI == t-ll : F".! U 'i s et. 1 Ar Id no. of col s of interest for phase 2 
1'::350 GOI U .[ '[8.31l1 
12360 PRINT "CONS1f<f-nt .. n S Hf-WE NO FEAl31I\LE SOLUTION": PHINT 
123712\ PRINT "SUt,1 OF AH rI F IC IAU;:; "; B (I'lL , 0): PRINT 
123B0 GOSUB 13150: STOP 
12390 FOR I ~ 1 l 'U M 
12401£' RB ( m s ( I ) ), 0) == B ': 1, 1M 
1241ti) NEX r .[ 
12420 PRINT "OPfH1UI"1 PfWUUU lUN r"LHN": 1- 'r~I NT 

124312\ PHINr 1·11-··J;;" SULUtION 1 !3 (JP T ll'IUN"; -'AB (SIj); "F<ETURN 

INT 

"; B (M1, 0) 

12440 PRINT "CON/ENT"; lAB(13); " STAT \..JS"; TAB(26); "VALUE"; TAB(39); "RET/UI' 
TAB(52); "(,tAL/UNIT"; TAB(6 S ); " NET/RErUI~N" 

12450 PB == 144 
12460 FOR I = 1 TO N0 
12470 IF fm(J, 0) == 0 H~E I · I :i2480 E:.LSE GOlD 121 .. 90 
12480 W\.oSJ; == "NONBAS 13": GU r u .[ c: ::';0VI 
12490 I-JI-a == "BAS IS" 
125012\ pn = FW ( 1, ill) 
12~.10 PHi iIBS({~ ': I"11, 1» 
12520 P~2 == ~~J ~ elI) 
12530 Pi43 == I-'{\ 1 -- Pik 
1254111 PR Ii'lf I..Cli i 1 ) ; 
125512\ PRIN1 ) AB(1 3 ); WWt; lHB(20); PA ; l HD(39); PAl; TAB(52); PA2; TAB(65); 

12560 NE X r I 
12570 PRINT 
12:::.B0 PH I N1 
, 0) 

1259Cl' PH I NT 

SOLUT I ON 1 fi OPT I MUM"; TAB (50); "RETURN 

12600 J::.'RHH "CON" ; Hm(1 ~:) ; " b rATlIS" ; HIL·q,::b); "DUALvallle"; TAB(39); "RHSval 

----

TAB(52}; "U ::.:. AGE" ; H)E\\l<5) ; "~' I_IlU·." 

12610 FOR I ~ 1 TO M 
12G20 PRINT CC SCN + 1); 
12630 IF I <== GC OR I } 1"11'1 -rHEN GOTD 126 ~.0 ELSE 



~ : 

t 'IUI~L ": GO TO 127 40 
12651i) I F N Li (t,l + I) == 1 r lll~: j " 1 L ::- G b ILl E U 3E 1 2 7 11..)1.:) 
12bbfl) PHIN "I -rAB<l ~; ); "1 'HJJ.JH -l hIVHlG " j n H:I(,:: fd; L<I-.J -+ l); 
12671£1 P A n (l, Ill): PH i l"JI IAB( ~'1 ) ; ~ ' A; 

12b8fl' PA == "I < I, 0 ) -- B < J , VII : , .. ' f{ LI'I r 'I i·H{ >, :":,,t::: .l; I-'H; 
12(,91£1 pn 'c= U d, Ii.)): P IUi ,J I 1i,)Li (C':::;:' ; p n: ("l 1'l U 1 2 7/)1i."l 
12-/011.) Pf< HII r ~1:1( :[ :~) ; " B J 111 Il IJ V '; I iH:l L :! L, ); L \1 '1 + 1); 

t 12111i."l r'A - 11( 1, 1M: PHl r,11 IA\.I( ,.~'-1 .1 ; ~~'H, 

1 2 7.:! fl' PA ::: {1 0, 1M -- B (l , 1/1) : 1 - ' r ~ HHri4Bi~)C: ) j r' ~~; 

_ 1273111 P A == Li iI, Ill): PR Ii" 11 I f~E\< t:<::; ) ; Pf) 

12740 NEX l 1 
- 12751l'l BS :::: 

127b0 r- OR 1 
~ 12T11L) F (Jf< J 

I ' GUSU.lI 1 ,~ l ;":",-) 
1 1U f'>i 
1 ru ITI 

~ 
127 80 :O; B ( J ~ I ) -= 1.1 ( 1 , _, I 

-; 12l':HiI NI::: X r ".1 

12800 NI:: Xl .l -

" ,. 

i 

12eH) ::-lJLU I .l t ll ,J J~.' ul ' r H1U1'1" ; Ti= IB(:::cli) j " RcrURN "; H(M1, QI} 

IN t' 
12 H2fl\ ~'1 <1 N I " NUI ,I.I:.'.{:)b :1 S ·r · .11·ll,' Lf {'d f_ L UL Ll I·iI·I :,-" : I' HI N T 

1 f~831£1 PR 1 i'l i "£-:: i\11 p ~< "; " 1~ l: T UI< i " j .. ; 

12e4~' F Df< .I == 1 -r 0 IT1 

12850 I F B b iU (== N -r Hu ·j W { j· == " >: " L L SE ma = "8" 
12861£1 IF [\ ~) ( I) ( == j\j r HI::, i\1 l-' I ~ Jl.Jf " " ; HId;; B:3 i I); " 
} -Nj" " j 

" . 
12870 NEX T ( : P RINT 
12880 F UH J = 1 TO N 
1289111 .r F IW (,( , IL'I) {} ILl II lb'·j J. .:-:'} S ( 'I E L:3E 
12(::100 ~" RIhl r Ct:'H ( I); fHB ( .ltM ; - l( .l ) ; F U !< .J 

1291111 F Oli h :=:: 1 ro i' l 

1 T O 1'1 

12920V.X(I, J ) = ~\ X ( [, J .> + \.-)( .1,10 
1 2<13,,) NE X T V, 

-Ii- SB ( F" J) 

12940 PA == I'; X ( I, J): GU8U \.~ 1 3 f t ,.~, 0 

12950 NExr J : PRINf 
129b0 "~Ex -r I 
12970 l::ND: ' HUN "agt·· ico n :: . • I, Ci !:' " 

131lltll0 PH I j\j r " nH~; " ; 
130H" FOR J ::: i TO N: f"HHI I " ):" ; ~T , ; ' 

13tl'l20 PH I N i' "" 
13030 PH = 1 2 2 
131L'I41l1 Fl\! < ( -,0, 1 r o j'll_ 

II II. , ',JEX T J 

1 ~;ft\5~1 1 F- ] :-:: ',11 T ~ H~. I ·\J ~ 'I : 1 1 ~ ril L. 

13lZl6tli n :: .f == i' 12 f HE:i' j 1 -' 1~ 1to 1 r "t,.J " . , 
GUIU i :"~ IlI[:3IL'I E:. LElE 
GLJ I'Ll .l .3 ~:181£1 E::LSE 

13070 PA = A(I, 0): GUS UB i34 ~0 

13080 FUR J ~ 1 fU N 
13090 PA ::: H(l, J): GUSU~ 134 ~0 

1311l1il' NEXT J I 

13110 PRIN1 "" 
13121L'I NEXT .l: P HINT "" 
13130 11 == 1 
13140 RETUHN 
13150 IF L ::: 1 THEN PR J I·lr " S f ILL II ·J PH~I ,A:: .\ " 
13.l60 PB == 122 
13170 IF S f'> = 1 THEN GorLl 1 3;::: ;~ 0 E LSE 
1318t£1 FO~~ J' == 1 TO 1 '~1£I: ~~' I ·{ }j\JT " C" ; ,J; " "; : Nl::: XT J 
13190 PRINT' "" 

, ELSE PRINT II "; RR$; 

13200 F OR J = 1 10 N0: P H ~ C( J ): GOS UB 1 3 430: NEXT J: PRINT "": PRINT 
13210 PRIN f "X"; S; "COITIE S 11\1 1 X "j B S (ln j " IN CON"; R; "GOES OUT OF BASIS" 
13220 ~'R nn PR I NT NF i;" S OLLI"[ HJtoJ I S OPT II'r1UW'; nm (50); "RETURN " 

1, 0): PHI i'l r 



-'30 PR I NI T(4B ( 25) ; /I I NUl:: I<'=: .• L u l b. IEd U ": I-'FU I,n 

:)4Q) PH I i'oJ r /I Bnb S LHCh " ; 
c 50 FUf~ I ::: .i 1U 1-1\: II HL • . l.l 
JtStZl IF B ~:; (I) ( :-.: j'oj THEi··1 PHli·J I 

N ; " " ; 
?7fi.1 NExr 1 
.... 80 I F [is -- 1 THEI~ r:' H.£I.J 1 

c91l1 PRINr " foP I S" 
- 00 FOR I = 1 10 ML 

II II .. , 
111l:.1~ I·: f< i ::: "):" 
I<IH; B~. ~ .l ); " 

IF 138 (I) (=. N THEN fHd· -~ "):" LLSE Idd. = "S" 

20 iF I ::: Nl THEN PHINf " UbW' ; 
53(,:) I F I = t,1;:": -I HEt,J f-'I{ I I·n ".-1: :,f ·1 ·'; : 

em ro .t 3,35 ~:' F.:. L bE 
blt'f Lt 1 ':'L:,::':;~:1 L LbE 

ELSE fHH, =: "S" 
" ; I:::L~3:::: PH.rNT""; 

I F B:.: (1) {~i"l -I HL::i'-I P I ~ ( 1·1 1 I ~H j,; I_i: .;(l>; LLbl..: j:..'lilNT RHii; H:3(1) - N; 

FUR J == It' lO 1',1 
PI) == B ( I, J): GUSUB 1." ' I ..:;. :,) 

3-/(,:) NEX -I J 
580 IF S8 == 1 1HEN G010 1~40~ ELSE 
~9~ PA = V(I): UOSUB 1~430 

00 PRINT "" 
r.10 NEXT I: PfHNT 1/ 1/ 

r.20 RETURN 
~30 PC = INT(PB I 100 ) 
( 4 0 P$ == II II 

50 IF PC == 0 THEN PRINT 
60 PRI N1 LEFT~(P$~ PC); 

PC = PB .- 100 • P C 

I'll • 

PD == INT (PC I 10): ~L = ~c - 10 • ~u 

IF PD = ~ THEN PD '~ 1 
IF PA .; til THEN p ... := I··'i· -I- " _ .. " 

PE = rmS(PA) 
Pl:. = PE -+- 5 *" 10 .... \ .-.i PC) 
IF PE }== 10 .... PD H-It:N f-'nHJT I-' ?:); : m-:rum·J t:LSE 
Pi; = Pi; -+- NIDt (SHa (nrl (PU ) ~ .:i , PD) 
PRINT RIGHT$(Pt, PD + 1); 
I F PC == Il' THEN RE -I um~ t_LS l: 
PHII\rr " . "; 
PE = I NT ( (Pl:. - I NT (r-' t::.l.l jo. i Ill " ~'e ) 

P 1; = "0001l1001Z100 II 
Pi; = P1> + J'l1IV 'l; (SH< l> O-'L .l ~ a.:: ~ I-'e) 
PRINT RIGHT 'j, (P 'j; , PU ; : r~L:::l WiN 

~ 

I 
I 
! 



_5(£'1(£'1 

_lNUH~ r-'HUGII,HI,WilNG BY U" :H.\ 

fHEHI::. I:., NO 1-' HHSl:. 1 

~Nl"Il rlL I ~~BLU~U 
RHS A i X 2 

llilfl)\i.1 .::: . I.ll \i.) 1/.121121 
14":1,,:) ~ . IlltLl ..:::: . tlttLl 

.,1, .:.. 

..:..: . 1.:.11<.) 

,;:: . tLl lc.1j 

2500 2 .0121 2 .1210 1. ~0 

Z -18.~0 - 12.tZt0 - 1 ~ .00 

C 1 C 2 L. 3 L i . 

-18.00 - 12. tZt0 - 15.0tlt Ill . Illtll 

L ~_, L t. 
ILl. Illtlt tLl . ILl ILl 

1 COMLS I N, X 5 I N LUI·! ,:;. bOEb OUT UF B~~S I S 

SOLU r I UN IS OP r I j)IUI·'1 RETURN 

HJVLf<SI:::: UF HAS! S 

AS SLACI-< , ~ 1 
, ~ - .3 A' I b .:> ~ .::: ~\ 

S 1 1ft)00 1. 0121 0.01.l) Ill. t211Z1 2 . fllli.) 

S 2 141lltLi 0. \iltil 1 . ILI0 Ill . tLllll .3 . tlllLl 

S 3 25fl)0 121. tllt21 ill . Ill\i.) .i.t21I<.) .::: . ") li.l 

USN Ill. III III Ill. III III Ill. III III Ill. !LIlli - 1e. lLilLl 

L 1 C 2 C 3 L 4 L ~ C ~ 

0.00 0.00 -3.00 0. 00 ~.00 0.00 

X 3 COMLS IN, X 4 IN CUN i GUE S OUT UF BASIS 

SOLUT I UN I S OPT I NUj)1 

HI 1,.1 E HSE.: OF BASIS 

BAS SLAC~< S 1 X 1 
, .. 

,:.. ~V IS w 

S 1 &&.&7 1. 00 --0. ~ ·l 121 . 0tll 0.~ 7 

X 1 4~&.&~~7 Ill. 00 

S 3 15~~.b~7 0. 01l) 

USN 8 ( .. Illlli Ill. III III 6. III III 

OPTIMUM PRODUC1ION PLHN 

SOLUTIUN IS UPTIMUM 

CON/ENT S TATUS 
:.:1 BASIS 
z2 NONBASIS 
:.:3 BHSIS 
xl NONBnSIS 
><2 NONB'::~SIS 

x3 BASIS 

SOLUTION IS OPTIMUM 

\il. 3.3 
-- Ill. & "1 

Ill . IlltLl 

W~LUt:: 

'+0121 
\£1 
1 ti)1l1 
III 

\'.1 

161l11l1 

Il). tltlll 

1. 00 
-_ . .3 . 00 

0. &," 
- 0.2;3 

m:: r ; UNIT 
Hi 
1 2 
1 :-' 
III 
III 
ILl 

RETURN 

RETur~N 

VAL/UNIT 
18 
24 
15 
't.5 
~ 

Ii.'I 

RETURN 

8700 

NET/RETURN 
0 

-12 
0 

-4.5 
-3 

0 

8700 


