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The concept of this research work is to critically and objectively find solution to
production mix problem in production companies, thus the choice of the research topic
“APPLICATION OF LINEAR PROGRAMMING (SIMPLEX ALGORITHM) TO

PRODUCTION MIX PROBLEM”.

Applying linear programming by use of simplex Algorithm, prefers an efficient
solution to the various production problems encountered and or envisaged in such companies.
Within the content and context of this write up, satisfactory and comprehensive analysis were
provided in relative to the chosen case study, thus presenting a suitable system in solving

production mix problems in related production companies.

vii
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1.2

CHAPTER ONE

BRIEF HISTORY OF THE COMPANY
The Nigeria Carton and Packaging Manufacturing Company Limited (NICAPACO) was
founded by Mr. Jamieson Shu and established in 1972.

Mr. J. Shu who is the Chairman of the Company was until then the Managing Director
of Nigeria Glass Company Limited (NIGLASCO) at No. 1 Sapara Street Ikeja.

NICAPACO started on a small scale at Ikeja until it was moved to No. 23 Industrial
Avenue Ilupeju. They started with the production of corrugated cartons which was not

easy in the first few months of establishment.

After many struggle, they succeeded in producing a large number of corrugated cartons
for their customer daily. In 1980, when they realised that the company has improved
and discovered that there was a lot of waste product after producing cartons, they decided

on Utilizing the waste product in producing egg trays. They also produced tube-core.

In 1986, the company set up another company known as Multipak Nigeria Limited,
operating alongside with NICAPACO at 23 Industrial Estate Illupeju. For now Multipak

has moved to their own permanent site.

DEFINITION

Linear Programmming is a mathematical technique which is widely used in many fields
or various disciplines of the world. It is a term which is very useful to economist,
mathematicians, statisticians, and so on. Before going into analyzing linear

programming. It is very important to know what actually the term means.

As it is commonly known, the term linear is used to describe the relationship between

two or more variables which are directly and precisely proportional. For example, if we
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1.3

say X = F (Y), where F is a linear function, then any change in X results in a constant
proportional change in Y. If this were graphed, the relationship would be expressed by

a straight line, hence linear.

The term programming implies finding a combination of different kinds of activities
which fully exploit the available resources. It makes use of certain mathematical

techniques to arrive at the best solution for utilizing the firm’s limited resources.

When both words were brought together to become linear programming, it can then be
defined as a mathematical techniques for determine the best allocation of a firms limited
resources. Mathematicians may be more technical for defining linear programming by
stating that it is a method of solving problems in which an objective function are to be
maximized or minimized when considering certain constraints. An economists might
define linear programming as a method of allocating limited resources in a manner that

satisfies the laws of demand and supply for the firms products.

In general form, a linear programming can be defined as an optimization method
applicable for the solution of a problem in which the objective function and the

constraints appears as a linear function of the decesion variables.

JUSTIFICATION FOR THE RESEARCH

This research is being carried out in order to know the product or goods produced by
NICAPACO, the process undergone during the production of these goods and the
problems encountered, so that the company could be helped to employ the best method

of linear programming in carrying out production.

A workable program will be developed to help NICAPACO determine the most
profitable combination of products they manufactured and also the most efficient method
of machine loading. Simplex algorithin guarantees finding a better solution at each step

and an optimal solution in a finite number of steps.

3
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1.9

APPROACH TO THE PROBLEM

Before any method of linear programming can be applied to any problem, some basic
requirements are necessary, which are as follows:-

1. There must be a well defined objective function

- it must be defined mathematically.

There must be an alternative course of action.

Linear objective function and linear constraints must be expressed mathematically.

The variables must be interrelated.

voR e

Resources must be limited in supply.

The five basic requirements stated above are the very first steps it takes in applying

linear programming to product mix problem in any manufacturing company.

There are various method of linear programming which can be employed to solve
problem, they are graphical method, Basic feasible solution, simplex method and so on.
Simplex algorithm is being applied in this project and it involves many steps, which will
be treated in full detail. It involves finding a better solution at each step and an optimal

solution in a finite number of steps.

AREAS OF APPLICATION

Linear programming has been successfully applied in many areas. In physical
distribution in determining the most economic and efficient manner of locating
manufacturing plants and distribution centers. In inventory scheduling, it allows
arrengement of raw materials and semi-finished goods to minimize the firm’s capital
investment while maximizing efficient production flow. In military it is used in
optimum allocation of men and materials. It is also used in oil refinery for optimum

product mix.

Linear programming is also useful in food processing industry for optimal shipping plan

for the different manufacturing plants to the various warehouse.

4
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2.3

2.3.1

In figure 2.2.1, the steps are

(1) Obtain any basic feasible solution to start with
2) Check neighboring solutions to see if they are better
3) If there is a better neighboring solution, move to it

4) Repeat steps (2) and (3) until improvement is possible.

GENERAL FORM OF LINEAR PROGRAMMING MODEL

MODEL

Models are representation of real objects or situations. The mathematical model
represent a problem by a system of symbols and mathematical expressions or

relationships.

Experimenting with models requires less time and it’s less expensive than experimenting
with the real objects or situation. Model also reduces the risk associated with

experimenting with the real situation.

The accuracy of the conclusions and decisions based on a model are dependent upon how
well the model represent the real situation. Under the mathematical models we have the

deterministic and stochastic types.

DETERMINISTIC MODEL: If all uncontrollable inputs to a model are known and

cannot varies, the model is refered to as a deterministic model.

STOCHASTIC MODEL: If any of the uncontrollable inputs are uncertain and subject

to the variation, the model is refered to as a stochastic model.



2.3.2

2.3.3

LINEAR PROGRAMMING MODEL

The general linear programming problem can be described as:-

Given a set of M linear inequalities or equations with N variables, we wish to find non-
negative values of these variables which will satisfy the constraints and optimize
(maximum or minimum) some linear functions of the variables. M can be greater than,

less than or equal to N.

Mathematically this means:-

Optimize Zo = PIx1 + P2x2 + ....... + Pnxn

S.T.allxl + al2x2 + ......oeenneen.. + alnlxn (<, =, =) bl
a2lxl + a22x2 + ....... e + a2nxn (<, =, =) b2
amlxl + am2x2 + ...... + amnxn (<, =, =) bm

XL, XD, uciisaissanssvinmmanns xn = 0

Where,

Pj is the worth per unit activity j

aij is the amount of resource i that must be allocated to each unit activity of xj

bi is the available amount of resources i., These are constants determine form from the

statement of the problem j are the decision variables.
THE CANONICAL FORM OF LINEAR PROGRAMMING MODELS
n
Maximize Z 0 = :_ P XJ
j=
i = ww THY

) FY e Sr s i ":-\.2'5
=k Zax\)xjéb‘, JL:\Z 2 ....N
J‘:

_ 9
X32\>




The characteristics of the canonical form are :-
(a) All decision variables are either positive or zero
(b)  The constraints are all of less than or equal to type

(©) The objective function is the maximization type.

To convert any linear programming problem to the canonical form, the following five
transformations are used.
(1)  The minimization of a function, f(x), is mathematically equaivalent to the

maximization of the negative expression of this function i.e. f(x) that is,

Minimize C = Plx1 + p2x2 + .......... + pnxn

is equivalent to
maximize Z 0 = -C = -P1X1 - P2X2 -........ -PnXn
Where C = - Z0

(2)  To change an inequality in one direction to an inequality in the opposite direction,
multiply both side of the inequality by -1.

ie. alxl +a2x2 (<, =) b

ie equivalent to

-alxl -a2x2 (<, =) -b

(3)  Replace an equation by two (weak) inequality in the opposite direction.
ie.alxl +a2x2 = b
is equivalent to
alxl + a2x2 < band alxl + a2x2 = b

10




e.g. alxl +a2x2 < b}
alxl + a2x2 =b } Weak Equations
or
alxl +a2x2 <b and -alx1 - a2x2 < -b
equation
(4)  Change an inequality constraints with it’s left hand side in the absolute form into

2 regular inequalities

1B [alx] + a2x2] < b is equivalent to
alxl + a2x2 =-band alxl + a2x2 < b

(5) If a variable is unconstraints (unrestricted) in sign, replace it by 2 non-negative
variables i.e if x is unrestricted in sign, it can be replaced by (x+ - x -) where

x+ = 0and X- = 0.

2.3.4 THE STANDARD FORM
The standard form of linear programming has the following futures
(1)  All constraints are equations except non-negativity constraint which remain
inequalities.
(2)  The right hand side element of each constraint equation is non-negative.
(3)  All decesion variables are non-negative

(4)  The objective function is of the minimization or maximization type.
The standard form problem can_be represented as follows:

MaxZO=i 8XJ

equation: J=1

11




2.3.5 THE STANDARD LINEAR PROGRAMMING PROBLEM IN MATRIX VECTOR
NOTATION

Optimize Z=CX
ST AX=b
X=0
b=o0
Where Al is an (mxn) matrix, X is an (n x 1) column vector, 1b is an (m x 1) column vector

and C is an (1 x n) row vector.

equation: i.e A (mxn) all al2.............. aln X1
A21 22, coniissmmnns a2n X2
' X(mxl) .
aml am2............. amn Xn
b(mx1) bl
b2
bn C(1xn) =(C1 C2.......... Cn)

Al is referr to as the coefficient matrix, X is the decision vector, 1b is the requirement vector,

C is the profit (cost) vector.

2.4 CONCEPT OF SLACK AND SURPLUS VARIABLES

2.4.1 SLACK VARIABLE

Any inequality constraint can be changed to equation by augmenting (Adding or

Subtracting) the left hand side of such a constraint by a non-negative variable. This new
variable is called a slack variable which is added if the inequality is of the less than or
equal to type.

12




i.e alxl +a2x2 <b (b = 0)
alxl +a2x2 + S = b where S =0

2.4.2 SURPLUS VARIABLES.

In linear programming terminology, any excess quantity corresponding to a greater than

or equal to constraint is refereed to as the surplus associated with the constraint.

eg alxl1+a2x2=b
alx1+a2x2-s=bwheres =0

2.5 GRAPHICAL SOLUTION
Graphical method is a geometrical representation of linear programming problem. This

method can be easily applied in cases involving two constraints and several variables.

However, in real life problems, variables are normally more than two, but for greater

insight of what happens in practical life this method is considered.

Example:
A company produces two items (I & II) by machining, assembling and painting. The
different times require for each product, the processing time availables for each stage of

the production and the profit on each items are given below.

STAGE PROCESSING TIME MAX. TIME AVAILABLE PER WEEK
(min.) (min.)
I I1
Machining 10 5 2500
Assembling 4 10 2000
Painting L 15 450
Profit N50 N100

13




In solving this problem, construction is made of the set of points (X1, X2) which represents a

feasible solution of the problem.
This set of points must satisfy all the constraints

10x1 +5x2 < 2500
4x1+10x2 < 2000
x1 +1.5x2 < 450

Which requires that all points be either on or below the line,

10x 1 +5x2=2500
4x 1+ 10x2 = 2000
x 1+ 1.5x2 =450
The constraints

x11.x2 =0,

Graph FI9 2.5-]

AN
o/
(W reaside pogion N
f T f 'r o ¢ / > 1 4
W5 i00 goc (3°°) 300 4o0 9D 500 cut
‘I-U"
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From the above figure, the shaded area is called the feasible region, points b,g,c and h

are called extreme points of the constraint set and are the feasible to the problem.

To find the optical value

Vertex of feasible item I item II Objective function
Region 50x1+ 100 x 2
= 0 200 20,000

G 187.5 125.0 21,875

B 250 0 12,500

H 0 0 0

After subsituting the value of the set of points in the objective function, it is seen that point G
with (187.5, 125.0) corresponds to the given optimal feasible solution: that is

The optimal value P = 21,875=
- The geographical interpretation of this is that the company should produce 187.5 or 188 worth

of item 1 per week and 125 worth item II per week with a resulting income of =21,875 = per

week.

16




3.2 COMPUTATIONAL DETAILED OF SIMPLEX ALGORITHM

equation
Max. P = 50X, + 100X,
S.T 10X, + 5X, < 2500 (dept 1)
4X, + 5X, < 2000 (dept 2)
X, + 1.5X, < 450 (dept 3)
X, +X;, =20
In order to use the simplex method, it is necessary first to convert the three inequalities

into equations for the departments.

This can be performed by adding slack variable for each department, that is, add to each
inequality a variable that will take up the slack or time not used in a department. The
following slack variables (in minutes) will be used. S1, S2 and S3 represent unused time

in dept. 1,2 and 3 respectively.

It should be noted that the for going slack variables are positive, caused by the
department constraint being equal to or less than (<). It would be negative if the

constraint were equal to or greater than (=)

The slack variable S1, is equal to the total amount of time available in department 1 or
2500 minutes, minus any minutes used in processing product I and II. The same type
of reasoning is applicable to S2 and S3. The original inequalities for the three

departments now can be expressed by writing equation for the slack variables as follows:
S1=2500-10x1-5x2

S2 =2000-4x1-10x2
S3 =450 x1-15x2

18



However, to state the objective function and these three equations in acceptable form we

have:

Max. Z =50x1+ 100x2 + 0S1 + 0S2 + 0S3
S.T 2500 min. =10x1+5x2+ S1+ 0S2 + 0S3
2000 min = 4X1 + 10X2 + 0S1 + S2 + 0S3

450 min. =x1+15x2+ 0S1 + 0S2 + S3

Addition to converting the inequalties into equations by adding slack variables, the
simplex method requires that any unknown which appears in one equation must appear
in all equations, the unknown that do not affect an equation are written with zero

coefficient.

To simplify the handling of the equations, they can be placed in a tabular form as shown

below:
TABLEAU 1
Basis Cj 50 100 0 0 0
S1 0 10 5 1 0 0 2500
S2 0 4 10 0 1 0 2000
S3 0 1 1.5 0 0 1 450
Zj 0 0 0 0 0
cj-1zj 50 100 0 0 0

Zj is the contribution lost per unit.

Cj - Zj is the net contribution per unit.

19




3.3

DEFINATION OF THE VARIABLES IN THE TABLEAU 1.

Starting with the left- hand column in "tableau 1", the BASIS contains the variables in
the solution which are used to determine total contribution. In the initial solution, no
product are being made. The values for S1, S2 and S3 must contain all of the unused
time in the problem, which is found in the last column of the table. The starting solution

will be zero contribution since no units of product I & II are beingproduced i.e (0 x
2500 + 0 x 2000 + 0 x 450) in the zj row.

The second column, the "cj" column contains the contribution per unit for slack variables
S1, S2 and S3. The zero indicates that the profits are not made on unused time in a

department, but on time used.

The body matrix consists of the coefficient for the real product variables. The identity
matrix in the first simplex tableau represents the coefficient of the slack variables that
have been added to the original inequalities to make the equations. As stated previously
any unknown that occurs in one equation must appear in all equations but with zero

coefficient so as not to affect the equation.

Referring to the element in the S1 column. First row, the 1 indicates that in order to
make 1 minute of S1 available, it would be necessary to give up one of the 2500 minutes
in the initial solution, the zero in the S2 column first row indicates that making one
minute of S2 available for other purposes has no effect on S1 (slack time of dept 1). The
logic used for S2 is also applicable to the S3 column first row. The same type of

rationale is applicable to the next two rows S2 and S3.
In the last column, since no units of I & II are being manufactured, the first solution is

X1 =0, X2, =0, S1 = 2500,
S2 = 2000, S3 = 450.

20



3.4

The last two rows of the first simplex tableau are used to determine whether or not the

solution can be improved upon.

The zj row values under the solution indicate an initial solution of zero contribution for
the firm, the other five of 0 are the amount by which contribution would be reduced.

Another way of defining zj row for the five variables is the contribution lost per unit.

For example:
If we desire to make one unit of product I, the coefficient (10, 4, 1 ~) in the body matrix
tells us, we must give up 10 minutes of S1 (dept. 1) unused time and one minute of S3

(dept. 3) unused time.

Since slack time is worth O per minute, there can be no reduction in contribution, the
calculation for how much contribution is lost by adding one unit of product I to
production is: No. of minutes of S1 given up = 2, multiplied by contribution per unit

S1 =2x0 = 0. The same is applicable to S2 and S3 and everything summed up.

STEPS INVOLVED IN CONSTRUCTING TABLEAU II
There are four steps involved in simplex method.
Step 1- Selecting of the column with the highest positive value.

This is done in the cj - zj row reveals that the largest positive value is 100.

A positive value indicate that a greater contribution can be made by the firm while a
negative value indicates the amount by which contribution would decrease if one unit of
the varaible for that column were brought into the solution. The largest positive amount
or number in the last row is selected as the optimal column since we want to maximize

total contribution.

When no more positive values remain in the cj - zj row and values are zero or minus in

a maximization problem, total contribution is in it’s greatest value.

21



3.7 SPECIAL CASES OF SIMPLEX ALGORITHM
There are some special cases of simplex algorithmic method, amongst are:-

(h INFEASIBILITY

(I)  UNBOUNDEDNESS

(IIT)  DEGENERACY

(IV)  ALTERNATIVE OPTIMA.

3.7.1 INFEASIBLE SOLUTION
A linear programming problem in infeasible if there is no solution which certifies all the

constraints and non-negativity condition simultaneously.

Infeasibility is recognised when the stopping rule indicates an optimal solution and one

or more of the artificial variables remain in the solution at a positive level (value).

The following example illustrate the case of an infeasible solution space. Example:

MAXIMIZEZ = 3x1 +2x2

S.T. 2x 1+ Xg< 8
4x1+3x23 12
X1, X2, =0

graph here  x )

Pseudo
o phma

_ahlnn

x4




3.7.2 UNBOUNDED SOLUTION

Basic
P2
P3

For maximisation problems we say that a linear program is unbounded if the solution

may be made infinitely large without violating any constraints.

Unboundedness is recognised when all the aij < 0 in column j, and the simplex method

indicates that variable Xj is to be introduced into the solution.

Unboundedness in a model can point to only one thing, the model is poorly constructed.

The most likely irregularities in such models are:

(1) One or more non redundant constraints are not accounted for. The parameters

(constants) of some sontraints are not estimated correctly.

To show unboundedness, we consider the following example.

Example:- (unbounded objective value)

Maximize Z=2x1+x2

S.T. X1-X2 <10
2x1 <40
X1, X2, =0
INITIAL TABLEAU
X1 X2 \" U SOLUTION
1 -1 1 0 10
2 0 0 0 40
2 ] 0 0 0

25




We can notice that all the constraints coefficient under X2 are negative or zero, meaning

that X2 can be increased indefinitely without violating any of the constraints.

Since each unit increase in X2 will increase z by 1, an infinite increase in X2 will also
result in an infinite in z. Thus we conclude without further computation that the problem

has no unbounded solution.
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The general rule for recognizing unboundedness is as follows:

[f at any iteration the constraint coefficients of a non-basic variable are non-positive, then the
solution space is unbounded in that direction. In addition, if the objective coefficient of that
variable is negative in the case of maximization or positive in case of minimization, then the

objective value also is unbounded.

3.7.3 DEGENERACY

A linear programming problem is said to be degenerated if one or more of the basic
variables has a value of 0. The instance of degeneracy is recognised when there is a tie

in the minimum ratio column.

In the application of the feasibility condition, tie for the minimum ratio may be broken
arbitrarily for the purpose of determining leaving variable. When this happens, however,
one or more of the basic variables will necessarily equal to zero in the next iteration. In

this case we say that the new solution is degenerate.

From the practical stand point, the condition reveals that the model has at least one
redundant constraint. To be able to provide more insight into the practical and theoretical
impacts of degeneracy, I consider two numeric examples. The graphical illustration

gives a better understanding of this special situation.

Example (Degenerate Optimal Solution)
Maximize P= 3x1+9x2
S. T. Xl +4x2<38
X1 +2x2<4
X1,X2, =20

Using U and V as slack variables, we list the simplex iteration for the solution. In the
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The practical implication of degeneracy is seen in the graphical solution below. Three

lines passes through optimum (X1 = 0, X2 = 2).

Since this is a two dimensional pLoblem, the point is said to be overdetermined, since
we only need two line to identify it. For this reason, we conclude that one of the
constraints is redundant.

From the theorical point of view, degeneracy also deals with the phenomenon of cycling.

GRAPH HERE

XZ A
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3.7.4 ALTERNATIVE OPTIMA

A linear programming problem with two or more optimal solution is said to have

alternative optima.

Alternative optima solution is recognised when in the final simplex tableau cj - zj = 0

for one or more variables not in the solution (non-basic-variables).

The next example shows that there is an infinity of such solutions. The example also

show the practical significance of encountering alternative optima.

Example

Maximize P =2 X | + 4 X 2

S.T. X1+2X2<5
X1 +X2<4
X1,X2=0

GRAPH

The graph above shows how alternative optima can arise in LP when the objective function is
parallel to a binding constraint. Any point on the line segment AB represent an alternative

optimum with same objective value Z = 10
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Basis X1 X2 \ SOLUTION
P3 1 2 0 5
P4 1 1 0 4
2 4 0 0
STARTING ITERATIONS
1 7 1 1 0 5/2
(OPTIMUM) P4 7 14 1 3/2
0 2 0 10
2
(ALTERNATIVE
OPTIMUM) Pl 1 0 1 2 3
P2 0 1 1 -1 1
0 2 0 10

We know how alternative options exist from the table because, the coefficient of (non-
basic) X1 in zero indicating that X1 can enter the basis solution without changing the value of
but causing a change in the value of the variables. Iteration 2 does just that, letting X1 enter
the basic solution which will force X4 to leave. This result in the new solution st (X1 = 3, X2
= land = 10.

In practice, knowledge of alternative optima is useful because it gives management the
opportunity to choose the solution that best suits their situation without experiencing any
deterioration in the objective value.

If the example represents a product mix solution, It may be advantageous from the stand
point of sales competition to produce two product rather than one. In this case the solution at

B would be recommended.
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4.0

4.1

CHAPTER FOUR

ANALYSIS OF COMPUTATIONAL RESULT CASE STUDY ON

NICAPACO

Production Mix is simply analysed as the combination and or mixture of various

materials in the production of goods, or set of goods in a production company.

Further to, production mix involves an all embracing utilization through accurate
combination of required resources, within an efficient frame work towards producing the

best product(s).

NICAPACO is a manufacturing company that produces egg trays, cartons and tube cores.
They have so many resources which have been grouped into three departments.

There is the slitting machine time in the cutting department, this machine is used for
cutting the paper rolls into different sizes, the long machine time in the gluing
department, this machine is used for gluing the paper rolls together as thick as the
customers want it and other machine time in the finishing department like the stitching,
moulding, printing and creasing machine. In this department all the finishing touches
to the produce are made.

In NICAPACO, the total labour hours per day scheduled for slitting machine department
is 1000 hours. While 1400 hours and 2500 hours respectively were scheduled on long
machine dept and other machine in the finishing department.

Each eggs tray produced requires two hours of cutting time, three hours of gluing time
and two hours of finishing time. So also each cartons produced requires four hours of
cutting time, two hours of gluing time and two hours of finishing time. And out putting
each tube core requires two hours of cutting time, two hours of gluing time and one hour
of finishing time.
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The accounting department analysing the cost and sales figure state that each pack of egg
tray produced yeild eighteen naira contribution to profit while each cartons yields twelve

naira contribution and each tube core yields fifteen naira contribution to profit.

4.2  DEVELOPING A RELATIONSHIP TO DESCRIBE THIS RESTRICTIONS.

EGG TRAY CARTONS TUBE MAX. HRS
CORES OF WORK
PER DAY
Slitting machine 2 4 2 1000
Long machine 3 2 2 1400
Other machine 2 2 1 2500

Let X1 represent egg tray
Let X2 represent Carton

Let X3 represent Tube core

Slitting machine 2X1 + 2X2 + 4X3 < 1000
Long machine 3X1 + 2X2 + 2X3 <1400
Other machine 2X1 + 2X2 + X3 <2500

X1, X2,X3 = 0.

4.3 CREATING OBJECTIVE FUNCTION FOR THE PROBLEM
From the result of the cost and sales analysis figure the following function were got.
Max. P - N18X1 + N12X2 + N15X3
S. T 2X1 + 2X2 + 4X3 <1000
3X1 + 2X2 + 2X3 <1400
2X1 + 2X2 + X3 <72500
X1, X2, X3 =0.
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4.4 SOLVING THE PROBLEM USING THE SIMPLEX ALGORITHM METHOD
Before the system can be solved, he inequalities has to be changed to equation by adding

slack variables.

Let S1 represent the unused time in cutting dept.
S2 represent the unused time in gluing dept.

S3 represent the unused time in finishing dept.

equation Max P N18X1 + N12X2 + N15X3
S.T 2X1 +4X2 + 2X3 + S1 + 0S2 + 0S3 = 1000
3X1 +2X2 + 2X3 + 0S1 + S2 + 0S3 = 14000
2X1 +2X2 + X3 + 0S1 + 0S2 + S3 = 25000
TABLEAU 1
X1 X2 X3 S1 S2 S3 Solutio
n
BASIS | CJ 18 12 15 0 0 0
S1 0 2 - 2 1 0 0 1000
S2 0 3 2 2 0 1 0 1400
S3 0 2 2 1 0 0 1 2500
Z) 0 0 0 0 0 0
CJ-Z] 18 12 15 0 0 0

34



ITERATION 1 (TABLEAU II)

X1 X2 X3 S1 S2 S3 SOLU
TION
BASIS | CJ 18 12 15 0 0 0
S1 18 1 8/3 2/3 1 -2/3 0 66.6
X1 18 1 2/3 2/3 0 1/3 0 466.7
S3 0 0 2/3 1/3 0 -2/3 1 1566.6
Z) 18 12 12 0 6 0 8400.6
Cl-Z] 0 0 3 0 -6 0

ITERATION II (TABLEAU III)

X1 X2 X3 S1 S2 S3
BASIS | CJ 18 12 15 0 0 0
X3 15 0 12 1 372 -1 0 99.9
X1 18 1 -22/3 0 -1 1 0 400.1
S2 0 0 -10/3 0 ) -1/3 1 1500
Z] 18 48 15 4.5 3 0
Cl-Z] 0 -36 0 -4.5 -3 0 8700.3

4.5 LIMITATION OF SIMPLEX ALGORITHM METHOD OF LINEAR
PROGRAMMING.

There are some cautions or difficulties associated with every mathematical method.

Linear programming is no exception. The objective function and constraints can change
overnight due to internal or external factors. There is the necessity of keeping data
current. The more rigidly the data adheres to the reality of the situations the more

reliable the solution will be.
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4.6

In using this method of linaer programming (simplex algorithm) it is very necessary to
be sure that there is a practical application for it and even though the problem is corretly
stated and formulated mathematically, there may be some limiting factors from practical
point of view. For example if not enough time has been allottted to the proper collecting

of data, garbage in garbage out will result.

Another example is if the computed program available connot handle all the constraints.

Constraints will have to be dropped which could render the output basically un usable.

Where the objective function and constraints are non-liner, extreme caution must be taken

when applying linear programming.

The mis application of linear programming under non linear conditions usually results

in an incorrect solution.

GENERAL ANALYSIS OF RESULT

The tableau IIT above leads us to the subject of shadow prices because of the negative

values present in the Cj - Zj row.

The subject of shadow prices makes it known to us exactly how much a firm is willing

to pay to make additional resources available.

It shows if one more hour of machine time is worth some amount of money, also if it
is worth while to pay workers an overtime rate to stay one extra hour each night in order
to increase production output. All the above information about the worth of additional

resources is valuable management information.

The "Zj" column contains the contribution per unit for slack variables S1, S2, and S3.

The zero indicates that the contribution per unit is zero. The rationale is that profit are
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not made on unused time in a department but on time used. The Zj values for the three
slack variables are 4.5, 3 and O respectively. Thus the shadow price for cutting
department is M4.5 gluing department N3 and finishing department is NO. If the
management has an opportunity to schedule overtime, it is clear that scheduling that time

in the cutting department will make the highest contribution to profit of M¥4.5 per minute.
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5.0

5.1

CHAPTER FIVE

CONCLUSIONS.

Linear programming (LP) is the most powerful method of constrained optimization

available. Its power is staggering when compared with other approaches.

Linear programs entirely deal with problems involving tens of thousands of variables and
thousand of constraints. These kinds of problems are virtually intractable by other
method of analysis. The traditional methods of constrained optimisation for example,
require the solution of systems of partial differential equations notoriously time -

consumming and difficult even for small problems.

Linear programming is also particularly attractive for design because it automatically
provides extensive information on the sensitivity of the optimal design to different
formulations of the problem. This feature is most important, because of our inherent

uncertainty about the precise parameters of any situation.

Linear programming is so powerful because it exploits the computers ability to execute

simple calculations, such as additions and multiplications, very quickly.

By representing a design problem by a system of linear equations it implies an
optimisation procedure that consists of a long series of solutions to these linear equations.
This task is both simple - minded and tedious - an ideal combination for digital

computer.

As with all mathematical programming techniques, linear programming works because
it assumes that certain assumptions can be made about a problem. These assumptions
establish a mathematical structure for the problem which can be solved by a particular

process. Linear programming assumes that the problem can legitimately be described
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3.2

or approximated by linear, additive and continous function. Linear programming as any
other mathematical programming technique, is thus limited to specific classes of

problems, those that meet its asumptions.

The standard form of linear program consists of two parts,an objective function and
constraints. The objective function is an equation that defines the quantity to be
optimised. For linear programming this quantity must be a one dimensional scalar

quantity.

The variables in the objective function, the Xi are known as decision variables because
we seek to make decisions about them so as to optimise the objective. This name is
useful because it focuses attention on the idea that the arguments of the object functions
are the decisions we have. This is most helpful when we try to formulate a real

problem.

RECOMMENDATION:

Within the analysis put across in this project work, it could be seen that a lot of factor(s)

are inextricably internativined to give rise to a successful department in the company and the

labour force.

It could therefore be observed from the analysisthat in the third department which is the

the finishing department, there were unused time, which means the time allocted to this

department is too much.

If will therefore be more of interest and pay off if the management of this company could

reduce the time allocated to this department and recruit more workers in order to meet the

production level inthis department.

However, the optimal value P=%8700. This means it is advisable for the company to

cut 400 worth of cartons in a day and finish at least 100 cartons in the finishing department with

a resulting income of M8700 per day
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1301@ FOR J = 1 1O N: PRUGE " X"y J3 " "3 2 MEXT J

1332 FRIMY Y

13030 FR = 1o

1346 U L o= L T4 bl

12@5@ (F 1 = Mi THEWN FRiand e "y GOIG 153088 ELSE

13RQ6E L L o= i THEMN R "W "y 0 GUYa LAdde ELSE

1307 A = BRI, @): GUEUR 13424

1388 FOR & = L TO N

1309 A = AL, T GOSUB 1345@

131Emd NeEXT T«

1311@ RFRINT "7

1312@ NEXT [: FRINT MY

13130 ZZ = |

1314@ RETUHN

1315@ IF L = 1 THEN FRIWNT "STILL I PHARE 17

1316@ KR = (2

1317@ 1IF &5 = 1 THEN GOTQ 1322@ bBELSE :
1318@ FOR J = 1 TO N@: FRINT " "3 J5 " "5 = MNEXT J

1319@ FRINT "V

15200 FOR J = 1 70 N@: ko o= Cid): GUSUE 13430 NEXT J: FRINT "": FRINT
1321@ PRINT "X"3 53 "COMES IN, X"j; BS(R)j; " IN COM"; R; "GOES OUT OF BASIS"
13220 FRINT @ PRINT MFE$; " SOLUTION 18 TIMUM" 3 TABR(S@) 3 "RETURN ®
1, @) : FRINY




30 PRINT TABR(ZE) 3 "INVERSL U BOSIG": KRINT
4@ FRINT "BAS GLHCK " ;

N; n ll;

NEXT I

IF 65 = 1 THEN FRINI : GUTO 13306 ELSE

FRINT " 0 (8"

FOR I = 1 TQ WL

IF BS(I) (= N THEN RRi = "X" ELSE HK$ = "&"
IF I o= ML THEN FRIMT ‘OSi’; 0 GOTO L3850 ELSE
IF 1 = M& THEN PRINT "Rak'; @ GOTO 1as50 LLEE
IF BS(L) (= M VHEM FRO0T RIG; B850 ; ELSE FRINT RRé; RS
FUR J = @ TG i

B o= BOI, J): GUSUR Logau

NEXT J

IF 85 = § THEM GOTO is90n ELAE

FA = V(D) GOSUBR 1sa5u

FRINT ""

NEXT I: FRINT "

RETURN
PC o= INT{PR / lau)
Fé o= " "

IF PC = @ THEN ERINT "": GUT0 13470 ELSE
FRINT LEFTS$ (F$, FC)j

BC = PR - 1@@ % O

FD = INT(RC / 1@): PC = PG —~ i@ % FD

IF FD = @ THENM FD = 1

IF FA ¢ @ THEN B4 = i+ "=

FE = ABRS (FA)

FE = PE + 5 ¥ 1@~ (-1 - P0)

IF PE >= 1@ © FD THEN FRINT FA; : RETURN ELSE
F$ = F$ + MID$ (STRS CIMT(FE) ), o, FD)

FRINT RIGHT$ (F$, FD + 1);

IF PC = @ THEN RETURN LLGE

FRINT ". "3

FE = INT((PE — INT(FE)) » 1@ Q)

Fé o= " OQRE@@Raa”

F$ = Fé 4+ MIDS(ETRS (FE), oy HO)

FRIMT RIGHTS (Fé, FL)j5 : RETURM

5@ FOR I = i TG M: IF BSoio ws B THEN MRS = "X ELSE RKR$ = "&G"
6@ IF BRS(I) (= i THERM FROMT " "y KRGy Badlyy " "y ELGE PRINT

RR%; BE
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@
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